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CHAPTER 1

INTRODUCTION: QUANTIFYING
SOCIAL DEVELOPMENT

THE PROBLEM

A quarter of a millennium ago, intellectuals in Western Europe dis-
covered that they had a problem. As problems went, theirs was not
a bad one: they appeared to be taking over the world, but did not
know why. The explanations that eighteenth-century theorists came
up with varied wildly, although the most popular ideas all held that
since time immemorial, something had made the West different from
the rest and determined that Europe would one day dominate the
world.

In the early twenty-first century, these ideas are still with us, al-
beit in heavily modified forms. The most influential argument, now
as in the eighteenth century, is probably the theory that Europeans
are the heirs to a distinctive and superior cultural tradition.! The
roots of this Western civilization are most often traced back to the
ancient Greeks and Romans, although other advocates identify pre-
historic Indo-Europeans, ancient Germans, or medieval Europeans
as the founders.?

A second strand of eighteenth-century thought credited environ-
ment and climate with making Europeans more energetic and cre-
ative than other people, and this too has plenty of modern champi-
ons.> Some scholars combine the ecological and cultural ideas,
arguing that it was the back-and-forth between the two that sent

1
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early modern Europe down a new path.* Even the idea that Europe-
ans are biologically superior to other humans has been revamped:
some economists claim that since the thirteenth century natural se-
lection has made Europeans thriftier and more industrious than
anyone else,”> while a handful of paleoanthropologists suggest that
divergent genetic evolution in the ten thousand years since the ori-
gin of farming has made Europeans and their descendants more dy-
namic and inventive than other populations.®

These theories all took shape in the eighteenth century, when the
explosion of European wealth and power cried out for explanation;
and it was only in the later twentieth century, when East Asia was
experiencing a similar explosion, that serious challenges emerged.
As Japan, the Asian Tigers, and China developed into major eco-
nomic powers, more and more scholars concluded that theories ex-
plaining West’s success through long-term cultural, environmental,
or racial causes simply could not be right. The big story in world
history, they began suggesting, was not the long-term, inexorable
rise of the West; it was the tale of a multipolar world, which the West
had only recently, temporarily, and perhaps even accidentally come
to dominate.

These new ideas are even more varied than the old long-term
lock-in theories. The most extreme versions argue that the eighteenth-
century theorists got things exactly back to front. According to the
new theories, it was in fact China that had a long-term lock-in on
global dominance, and only a bizarre series of accidents briefly
tipped things in Europe’s favor” Most versions, however, reject
long-term explanations altogether, arguing that the complex societ-
ies of Asia and Europe developed down roughly parallel tracks until
the eighteenth or even the nineteenth century, when small differ-
ences in state structure, natural endowments, physical and political
geography, or intellectual trends gave Europe the lead.?

The argument over the causes and consequences of Western
power has attracted enormous interest, but the champions of the
different theories often seem to be talking past one another. They
regularly define key terms in different ways, use different kinds of
evidence, and apply different standards of proof. As a result, the an-
tagonists rarely agree on exactly what they are trying to explain, let
alone how to do the explaining.
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As I see it, the real question at issue is about what I would call so-
cial development, by which I mean social groups’ abilities to master
their physical and intellectual environments and get things done in
the world. Defenders of the new versions of the eighteenth-century
theories tend to argue that Western social development has been
higher than that in other parts of the world for hundreds or even
thousands of years; their critics tend to argue that Western develop-
ment pulled ahead only in the past half dozen generations. It seems
to me that if we really want to explain why the West rules, we need to
measure social development and compare it across time and space.
Only when we have established the basic pattern of the history of
social development can we start asking why it takes the form it does.

Quantification does not necessarily make debates more objec-
tive, but it does normally make them more explicit, forcing rivals to
spell out exactly what they mean by the terms they use and to ex-
plain why they assign specific numerical values to these differences.
Anyone who disagrees with another scholar’s judgments will then
be able to focus on the evidence and methods being used to calculate
the scores, instead of trading vague, undertheorized generalizations.
Under one name or another, numerical indices of concepts similar to
social development are well established in anthropology, archaeol-
ogy, economics, finance, policy making, and sociology, and there is
an obvious model for such a yardstick in the United Nations’
Human Development Index.’

In the 1960s and 1970s, some historians began applying similar
methods to the past, addressing big questions by mustering vast
amounts of statistical data. The classic case was probably Robert
Fogel and Stanley Engerman’s Time on the Cross, which brought
together data from thousands of plantation records to work out just
how profitable slavery was in the nineteenth-century American
South and just what the physical experience had been like for the
slaves themselves.'°

Time on the Cross provided a successful model for quantitative
history. The study appeared two volumes, the first providing a broad
overview and set of interpretations aimed as much at a general read-
ership interested in American history as at professional scholars,
while the second volume detailed the statistical techniques and
sources that Fogel and Engerman had used.
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The Measure of Civilization follows this format. It is a compan-
ion volume to my earlier book Why the West Rules— For Now: The
Patterns of History, and What They Reveal about the Future. When
I was writing Why the West Rules— For Now, my editors and I de-
cided to post supporting materials on a website rather than produc-
ing a second print volume in print, but since then it has become clear
that there is some interest in having a revised and expanded version
of this material available in print.!!

I have two main goals in The Measure of Civilization. First, |
want to provide critics of Why the West Rules— For Now with the
ammunition they need to subject the conclusions I reached in that
book to systematic analysis. While I naturally hope that my thesis
withstands such attempts at falsification, the next-best outcome
would be to see explicit debate over my own analysis lead to im-
proved versions of the social development index and a stronger ex-
planation of the rise of Western power and wealth.

My second goal in setting out a full account of the social develop-
ment index is to contribute to making comparative history more ex-
plicit and quantitative. “The history of science is emphatic,” the
biologist-turned-historian Peter Turchin has pointed out: “a disci-
pline usually matures only after it has developed mathematical the-
ory.”12 There will never be such a thing as a one-size-fits-all numeri-
cal index that answers every question that any comparative social
scientist might want to ask, but one of the best ways to turn com-
parative history into such a mature discipline may be through the
design of multiple indices, each crafted to solve a particular problem.

I begin by setting out, very briefly, a formal definition of what I
have in mind when I speak of “social development.” I follow up this
brief definition with an overview of the ideas it draws on and the
objections that have been raised to them across the past fifty years.
In chapter 2, I try to distill from these criticisms the key challenges
facing a social development index, and then explain how I have tried
to address these challenges. In the main part of the book (chapters
3-6) I set out the evidence behind the scores in my four traits of en-
ergy capture, organization, war making, and information technol-
ogy. In the final chapter, I consider some of the ways an index of
social development might contribute to other debates within the so-
cial sciences.
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SOCIAL DEVELOPMENT: A DEFINITION

Social development, as I use the expression, is a measure of commu-
nities’ abilities to get things done in the world. 1 label this property
“social development” because it seems to me to have much in com-
mon with the central ideas of development economics.!? The histo-
rian Kenneth Pomeranz has suggested that it might be better to call
the concept “social power,” but I am not convinced, not least be-
cause the concept is sufficiently different from previous influential
uses of the label social power (particularly the version developed by
the sociologist Michael Mann) that this terminology would proba-
bly introduce unnecessary confusion.'

Social development is an important concept because the major
reasons that the West (another key concept in need of definition: see
chapter 2, “Units of Analysis”) has dominated the world in the past
two hundred years are that (a) its social development has reached
higher levels than that of any other part of the planet and (b) these
levels have risen so high that the West has been able to project its
power globally.

“Communities’ abilities to get things done in the world” is what
we might call a minimal definition of social development. It is handy
but imprecise, and, like all minimal definitions, it is framed at such a
high level of abstraction that it is difficult to operationalize (that is,
it is not obvious what we would need to do on the ground to put
such a vague formulation to use).

Consequently, social scientists often follow up a minimal defini-
tion with an “ideal-type” definition, one that “aims for a collection
of attributes that is maximal—that is, including all (nonidiosyn-
cratic) characteristics that help to define the concept in its purest,
most ‘ideal’ (and perhaps its most extreme) form.”!?

Putting matters more formally, social development is the bundle
of technological, subsistence, organizational, and cultural accom-
plishments through which people feed, clothe, house, and reproduce
themselves, explain the world around them, resolve disputes within
their communities, extend their power at the expense of other com-
munities, and defend themselves against others’ attempts to extend
power.1
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Social development is—in principle —something we can measure
and compare through time and space. If Western social develop-
ment has been higher than that in the rest of the world since time
immemorial, the answer to the why-the-West-rules question must
lie very deep in the past, as the champions of biological or environ-
mental theories of Western supremacy hold. If, however, Western
social development surged ahead of that in other regions during the
first millennium BCE, we might conclude that advocates of the im-
portance of Greece and Rome in fact got things right. But if it should
turn out that Western social development outstripped that of other
civilizations only in very modern times, we will be forced to con-
clude that these old theories are wrong, and must seek explanations
elsewhere.

I want to emphasize that social development is a measure of com-
munities’ abilities to get things done in the world, not an explana-
tion of communities’ abilities to get things done. Social development
shows us the pattern that we need to explain.

Social development is also not a measure of the worth of different
societies. For instance, twenty-first-century Japan is a land of air
conditioning, computerized factories, and bustling cities. It has cars
and planes, libraries and museums, high-tech health care and a liter-
ate population. The contemporary Japanese have mastered their
physical and intellectual environment far more thoroughly than
their ancestors a thousand years ago, who had none of these things.
It therefore makes sense to say that modern Japan has higher levels
of social development than medieval Japan. Yet this implies nothing
about whether the people of modern Japan are smarter, worthier, or
luckier (let alone happier) than the Japanese of the Heian era. Nor
do social development scores imply anything about the moral, envi-
ronmental, or other costs of social development. Social development
is a value-neutral analytical category.

THE INTELLECTUAL BACKGROUND

Scholars have been interested in ideas similar to social development
for a very long time. There are several excellent reviews of this his-
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tory, so I will not attempt a comprehensive survey here.”” Instead, I
will look only at the ideas that seem to be most relevant to the social
development index that I construct in this book, and then at some of
the most important criticisms of these approaches.

The most useful starting point is probably the essay “Progress: Its
Laws and Cause” that the eccentric English polymath Herbert Spen-
cer published in the Westminster Review in 1857.% Like many Eng-
lish intellectuals in the mid-nineteenth century, Spencer felt that he
was living in an age of previously unimaginable progress and wanted
to explain it. “From the remotest past which Science can fathom, up
to the novelties of yesterday,” he argued, “that in which progress es-
sentially consists, is the transformation of the homogeneous into the
heterogeneous.” He proposed calling the mechanism through which
things that began simply became more complex “evolution™:

The advance from the simple to the complex, through a process of suc-
cessive differentiations, is seen alike in the earliest changes of the Uni-
verse to which we can reason our way back, and in the earliest changes
which we can inductively establish; it is seen in the geologic and cli-
matic evolution of the Earth; it is seen in the unfolding of every single
organism on its surface, and in the multiplication of kinds of organisms;
it is seen in the evolution of Humanity, whether contemplated in the
civilized individual, or in the aggregate of races; it is seen in the evolu-
tion of Society in respect alike of its political, its religious, and its eco-
nomical organization; and it is seen in the evolution of all those endless
concrete and abstract products of human activity which constitute the

environment of our daily life."”

Spencer spent the next forty years bundling geology, biology,
psychology, sociology, politics, and ethics into a single evolutionary
theory of everything, explaining how the universe had gone from
being simple and undifferentiated to being complex and highly dif-
ferentiated. In the three volumes of his Principles of Sociology, Spen-
cer argued that human societies had evolved through four levels of
differentiation, from the simple (wandering bands without leaders)
through the compound (stable villages with political leaders) and
doubly compound (groups with churches, states, complex divisions
of labor, and scholarship) to the trebly compound (great civiliza-
tions like Rome, and, of course, Victorian Britain).2
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Spencer’s ideas won an enormous audience, and in recognition of
the way they have shaped much of the thinking since the 1850s, I will
use the expression “social evolutionism” as a broad label for all the
approaches that I discuss in this section. I will also treat “social evo-
lution” (the term most favored in British English) and “cultural evo-
lution” (the term most favored in American English) as synonyms.

By 1870 Spencer was probably the most influential philosopher
writing in English; when late-nineteenth-century Japanese and Chi-
nese intellectuals decided they needed to understand Western suc-
cess, he was the first author they translated. Even Charles Darwin,
who did not use the word “evolution” in the first five imprints of his
Origin of the Species, felt compelled to borrow it from Spencer in
the sixth version, published in 1872.

Several other late-nineteenth-century theorists (often lumped
together with Spencer as “classical evolutionists”) produced their
own versions of his typologies. Edward Tylor, for instance, spoke
in his book Primitive Culture of the shift from savagery through
barbarism to civilization, and Lewis Henry Morgan used the same
terminology in his Ancient Society, a book that massively influ-
enced Friedrich Engels’s Origins of the Family, Private Property
and the State.”!

There were very few archaeological data available to these theo-
rists, so they relied heavily on the assumption that the colonized
peoples of nineteenth-century Africa, Asia, Australia, and South
America were living ancestors, illustrating how people who were
now at the trebly compound/civilized stage of differentiation must
have lived in prehistoric times. However, even this limited ethno-
graphic information was full of problems. Most of it came from mis-
sionaries and colonial administrators, who tended to be interested
only in very particular aspects of the groups they encountered. As a
result, when the first generation of professional anthropologists
began doing fieldwork in their own right in the early twentieth cen-
tury, they quickly discovered that a lot of the evolutionists” sup-
posed facts were simply wrong.

By the 1910s, a serious backlash was under way, and across the
twentieth century Spencer’s notion that evolution and differentia-
tion should be at the heart of historical inquiry has gone in and out
of fashion.?? The most important critics were initially Franz Boas (a
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German scholar who moved to the United States) and Bronislaw
Malinowski (a Polish scholar who moved to Britain), who, by the
1920s, had convinced many anthropologists that the field’s subject
matter consisted of a vast number of discrete “cultures,” each of
which was a unique, seamless whole that had to be understood as a
coherent system.

>

Functionalism—the theory that ideas, institutions, and values
settled into equilibrium within each of these discrete cultures—be-
came increasingly popular, often striking anthropologists as a much
sounder basis for the construction of a natural science of society
than the speculative leaps of classical evolutionists.?> One of the
costs of adopting a functionalist approach was of course that cross-
cultural comparison and explanation of change through time be-
came much more difficult, but social scientists were often willing to
pay that price, and Spencerian evolution quickly collapsed as an or-
ganizing principle for thinking about societies.

Marxists remained wedded to evolutionary narratives in the
1920s, but in liberal democracies (and, albeit in rather different ways,
in fascist regimes) most sociologists and anthropologists concluded
that arranging human groups along a simple-to-trebly-compound
or savage-to-civilized spectrum was no better than making up
just-so stories that were (a) conjectural and (b) pointless.

The 1930s were probably the high point of Boasian particular-
ism, but the pendulum was already swinging back. The career of the
archaeologist V. Gordon Childe, yet another academic émigré (this
time an Australian who moved to Britain), illustrates this nicely.?* In
the interwar years, stratigraphic excavation (i.e., separating out the
layers of deposits on a site and arranging the deposits into sequences
that could be dated relative to one another) was becoming the norm
in archaeology, and enough evidence was accumulating to make
broad syntheses possible.

In his first really successtul book, The Dawn of European Civili-
sation,”® Childe was fairly typical of the times in focusing on a par-
ticular region rather than thinking in Spencer’s global terms, and in
explaining cultural change through diffusion and migration rather
than evolution and differentiation. But in the 1930s, Childe—like
many social scientists in liberal, democratic countries—turned to-
ward Marxism and began asking very different questions. In Man



10 x CHAPTER 1

Makes Himself and What Happened in History, he recognized that
archaeology’s enlarged database now showed beyond reasonable
doubt that agriculture and cities had evolved independently in dif-
ferent parts of the world. By 1951 he even felt ready to call a book
Social Evolution.?

In just the same years, many American social scientists were also
returning to evolutionary frameworks. Some, like Childe, leaned to-
ward Marxism (the anthropologist Leslie White, for instance, pub-
lished a string of left-wing political essays under pseudonyms),”
while others strongly opposed it (the economist Walt Rostow gave
his classic book The Stages of Economic Growth the subtitle A Non-
Communist Manifesto).? But regardless of their political agendas,
Americans tended to prefer Spencer’s emphasis on differentiation to
Childe’s more humanistic evolutionism.

The most influential of these thinkers was probably the sociolo-
gist Talcott Parsons. In a series of studies, Parsons proposed not
only a new typology of social stages (primitive, intermediate [subdi-
vided into archaic and advanced], and modern) but also a compli-
cated framework for explaining the development from primitive to
modern.?” Parsons argued that social evolution consisted of accumu-
lating six “evolutionary universals,” each of which comprised “a
complex of structures and associated processes the development of
which so increases the long-run adaptive capacity of living systems
in a given class that only systems that develop the complex can attain
higher levels of general adaptive capacity.”*® First came social strati-
fication and cultural legitimation (i.e., hierarchy and differentiation
within societies combined with group identity and differentiation
between societies), then bureaucracy and markets, and finally uni-
versalistic norms (particularly in law and religion) and democracy.

Parsons’s thinking was even more ambitious than Childe’s in its
intention to subsume everything from human evolution to twentieth-
century capitalism within a single framework, but it was also widely
criticized for its circularity in identifying differentiation as both the
cause and consequence of evolution.’ As a result, some social scien-
tists who found the general thrust of Parsons’s theories interesting
nevertheless turned elsewhere to try to explain social evolution.

After Parsons himself, the most widely read evolutionist in these
years seems to have been the anthropologist Leslie White, who em-
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phasized energy capture as the motor driving evolution.’? Like other
evolutionists, White divided history into stages (in his case, of prim-
itive, civil, and complex societies), but departed from most of his
predecessors in arguing that “culture develops when the amount of
energy harnessed by man per capita per year is increased; or as the
efficiency of the technological means of putting this energy to work is
increased; or, as both factors are simultaneously increased.” His-
tory, White concluded, could be summed up in the equation C = E x
T: culture = energy x technology.* Societies evolved from primitive
to civil when they adopted agriculture and from civil to complex
when they industrialized.

This was an important departure from the Spencer/Parsons line,
but White hewed more closely to social evolutionary orthodoxy
when he turned to the consequences of rising energy use. The most
important result of the shift from primitive through civil to complex
society, he argued, was increasing differentiation. As he explained it,

Agriculture ... greatly increased the food supply, which in turn in-
creased the population. As human labor became more productive in
agriculture, an increasing proportion of society became divorced from
the task of food-getting, and was devoted to other occupations. Thus
society becomes organized into occupational groups: masons, metal
workers, jade carvers, weavers, scribes, priests. This has the effect of
accelerating progress in the arts, crafts, and sciences (astronomy, math-
ematics, etc.), since they are now in the hands of specialists, rather than
jacks-of-all-trades. With an increase in manufacturing, added to divi-
sion of society into occupational groups, comes production for ex-
change and sale (instead of primarily for use as in tribal society), medi-
ums of exchange, money, merchants, banks, mortgages, debtors, slaves.
An accumulation of wealth and competition for favored regions pro-
vokes wars of conquest, and produces professional military and ruling
classes, slavery and serfdom. Thus agriculture wrought a profound
change in the life-and-culture of man as it had existed in the human-
energy state of development.®

American thinking about social evolution in the twenty or thirty
years after World War II is often bundled under the label “neo-
evolutionism,” to distinguish it from the (predominantly European)
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“classical” evolutionism of the nineteenth century, and two big ideas
run through much of the neo-evolutionary discussion. One was the
return to differentiation as the most important consequence (and, in
Parsons’s view, cause) of evolution; the other, the desire to quantify
evolution to make comparisons more explicit.

Numerical scales for ranking the evolution of societies went back
to the late-nineteenth-century heyday of classical evolutionism. The
earliest attempt to base such rankings on reliable, cross-cultural data
was probably Sebald Steinmetz’s long essay “Classification des
types sociaux,” which looked primarily at subsistence technology.*
Hans Nieboer elaborated this in his classic study of Slavery as an
Industrial System, and Leonard Hobhouse and his collaborators ex-
panded the framework further.”

By the end of World War II, mountains of new evidence and
growing statistical sophistication among American social scientists
had made these early efforts look hopelessly inadequate. In a brief
discussion in a general textbook, the anthropologist Carleton Coon
floated the idea that it should be possible to produce a much better
quantitative index by counting the number of specialists, amount of
trade, number of corporate groups, and complexity of institutions
with a society, but the first really usable index was Raoul Naroll’s.?®

Naroll was a researcher on the Human Relations Area Files
(HRAF), an ambitious program established at Yale University in
1949 to create a database for global comparisons of human behavior,
society, and culture.’* Randomly choosing thirty preindustrial soci-
eties from around the world (some contemporary, others historical),
Naroll scoured the HRAF files to find out how differentiated they
were.

Since differentiation has an almost infinite number of possible
dimensions, Naroll established a pair of principles for operational-
izing the concept. First, he suggested, the only way to proceed was
by narrowing the study down to down to the smallest possible num-
ber of traits that covered most of the ideas Spencer had in mind
when he spoke of differentiation; and second, the selected traits had
to meet certain basic criteria. They had to have culture freedom (i.e.,
be free of ethnocentric bias), logical independence (i.e., not be rid-
dled with spurious correlations), adequate documentation, reliabil-
ity (i.e., experts could not disagree too wildly over the facts), and
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convenience (if the data were too difficult to obtain, the scoring sys-
tem would become impractical).

Naroll came down on three traits: the size of the largest settle-
ment in a society, the specialization of its craft production, and the
number of its subgroups. After looking into various definitional and
methodological problems, he quantified the three traits and con-
verted the results to a standard format, generating an index of social
development on which sixty-three points was the maximum possi-
ble score. At the bottom of his league, with twelve points, came the
Yahgan of Tierra del Fuego, who had struck Charles Darwin on his
visit there in 1832 as “exist[ing] in a lower state of improvement than
[people] in any other part of the world”;* at the top came the
fifteenth-century Aztecs, with fifty-eight points.

Within a few years, Robert Carneiro, then on the staff of the
American Museum of Natural History, came up with a very differ-
ent way to build an index.*! Like Parsons, Carneiro was interested in
whether there were evolutionary universals (which Carneiro called
“functional prerequisites”) that every society had to possess to move
from one level of complexity/differentiation to another. Borrowing
the technique of scale analysis from social psychologists, he next
looked for traits with “the following characteristics: (1) their pres-
ence indicates a greater degree of complexity than their absence, and
(2) once developed they tend to be retained, if not indefinitely, at
least over long periods.”*

Carneiro selected eight such traits (social stratification, pottery,
fermented beverages, state-level government, agriculture, stone ar-
chitecture, metallurgy, and weaving) and scored them for presence/
absence rather than assigning numerical values as Naroll had done.
He then picked nine South American societies and arranged them
into what he called a scalogram (figure 1.1).

Carneiro argued that the scalogram allowed him not only to rank
the complexity of the nine societies, from zero (once again, the
nineteenth-century Yahgan) up to nine positives (the fifteenth-
century Inca), but also to argue that the eight traits were all func-
tional prerequisites, in that “x necessarily precedes y, which is to say
that y cannot come into existence without the prior existence of x.”*+
In a later essay, Carneiro tested his index against the historical evi-
dence for the sequence in which traits appeared in the ancient Near
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stone architecture - - —_ —_— —_— -— -— - +
political state -— -— - - - -— -— + +
smelting of metal ores -— -— -— -— -— - + + +
social stratification —_ —_— —_— -— -— + + + +
loom weaving -— -— - -— + + + + +
fermented beverages - - - + + + + + +
pottery - - + + + + + + +
agriculture - + + + + + + + +
O
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Figure 1.1. Carneiro’s scalogram showing the presence (+) and absence (=) of eight selected
culture traits among nine South American societies.

East and Anglo-Saxon England, and argued that his approach could
boast a “coefficient of reproducibility” of greater than .90.#

Indices and experiments with different statistical techniques for
manipulating the results proliferated across the next decade. Most
followed the Naroll-Carneiro model of trying to get a snapshot of
entire societies, bundling together traits reflecting a range of differ-
ent activities,” but a few opted for narrowing the focus to a particu-
lar kind of evidence held to reflect differentiation more directly,
such as burials or settlement patterns.* Despite all their differences,
though, most of the varied numerical indices produced rather simi-
lar results; by Carneiro’s calculations, analysts agreed on scores
87-94 percent of the time."

By the late 1970s neo-evolutionism was becoming a fairly coher-
ent research program, thanks in part to the very clear expositions of
differentiation-based theories in Elman Service’s book Primitive So-
cial Organization and Morton Fried’s The Evolution of Political So-
ciety.® The former classified societies into bands, tribes, chiefdoms,
and states, and the latter (more influenced by Marxism) into egali-
tarian, ranked, stratified, and state stages. These typologies (particu-
larly Service’s) more or less displaced Parsons’s and White’s termi-
nologies all across the social sciences.

The 1970s were probably the high tide of American neo-
evolutionism. But in an uncanny echo of the 1910s, when classical



INTRODUCTION x 15

evolutionism had seemed to be on the verge of creating a great new
synthesis, the pendulum abruptly swung away from anything re-
sembling Spencerian theory in many of the social sciences. Eco-
nomic history and political science were partial exceptions, perhaps
because the growing influence of institutional analysis encouraged
stage-theory approaches to the past, and in the Soviet bloc quantita-
tive evolutionism remained in favor.* But in Western Europe and
the United States, sociological, anthropological, and archaeological
debates over evolutionism took on the same kind of political edge in
that they had had in the 1910s. Accusations of partisan bias, bad
faith, and worse scholarship disfigured much of the pro- and anti-
evolutionism literature in the 1980s and 1990s.

Some anthropologists and archaeologists argued that “the meta-
narrative of simple to complex is a dominant ideology that organizes
the writing of contemporary world prehistory in favour of a mod-
ernizing ethos and the primacy of the West,”* while others re-
sponded that the critics needed to “abandon their fixation on ‘alter-
ity,” ‘reflexivity,” and the like, and turn instead to an assessment of
real and important objective problems, and to the application of
some hard thinking and rigorous quantitative methods to their solu-
tion.”" University anthropology departments, where the fights
tended to be fiercest, regularly divided into cultural and evolution-
ary wings that did their own faculty and graduate recruiting (as at
Harvard) or even split into two entirely separate departments (as at
Stanford).

Since about 2000, though, another swing back toward social evo-
lutionism seems to have begun. During neo-evolutionism’s heyday
in the 1970s, self-styled Darwinian archaeologists had been among
its fiercest critics. According to one of the leading Darwinians, Rob-
ert Dunnell, “cultural evolution is neither science, nor theory, nor
evolution, if evolution is taken to mean what it does in the sciences.
As such, it is inappropriate as an explanatory framework in an ar-
chaeology committed to a scientific approach.”>

The latest upswing in social evolutionism, however, has been
driven largely by theorizing about the coevolution of biology and
social behavior.”® Jared Diamond’s Guns, Germs, and Steel: The
Fates of Human Societies has been by far the most influential contri-
bution, gracefully blending biology, archaeology, anthropology, and
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history into a compelling narrative of the coevolution of plants, ani-
mals, and human societies across the past fifteen thousand years.>*

Diamond had begun his career as a biologist, and taught for many
years in the medical school at the University of California, Los An-
geles. He is now a member of UCLA’s geography department, but
with the exception of a brief term as a visitor at Stanford, he has
never held an appointment in an anthropology, archaeology, or his-
tory department, despite now being the most widely read writer in
any of these fields.

Given the polemical tone of academic arguments over evolu-
tionism in the 1990s, it is probably not a coincidence that Dia-
mond’s book succeeded in large part because it reached out to non-
academic audiences, having much impact within universities only
after it had already sold several million copies outside them. This
seems to be typical of the new social evolutionism; and although no
one else has quite matched Diamond’s success, scholars in political
science, economics, the philosophy of religion, psychology, archae-
ology, anthropology, and history have all written for broader read-
erships.®® This trend breaks with the narrowly specialist tone of
most neo-evolutionism, and hearkens back to the days of Spencer
and Darwin, when serious contributions were expected to speak
directly to nonspecialists.

Despite the continuing arguments within the academy, there are
good reasons to think that the 2010s might see a new synthesis of
biological and social evolutionism, aimed at audiences both inside
and outside universities.** One of my main hopes in writing Why the
West Rules— For Now and The Measure of Civilizations is of con-
tributing to this. The notion of social development that I present
grows out of ideas about social evolution going back to Spencer and
builds on the tradition of index building that goes back to Naroll,
but it also tries to take seriously the criticisms of these ideas that re-
surfaced so often during the twentieth century.

In the next section, I summarize some of the most important ob-
jections that have been raised against social evolutionism. I concen-
trate on the past fifty years, and particularly the 1980s criticisms,
which seem to me to have identified the most pressing problems of
this approach. I close this chapter by drawing out from these de-
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bates what I see as the most important challenges that an index of
social development must overcome.

DEBATES OVER THE CORE CONCEPTS
OF SOCIAL EVOLUTIONISM

DIFFERENTIATION

I start with differentiation because most theorists since Spencer have
seen this as the dimension of a society that increases when that soci-
ety progresses/evolves/becomes more complex. In practice, how-
ever, despite the widespread agreement that differentiation is the
core concept, it has had a checkered history.

Archaeologists have probably faced greater difficulties with dif-
ferentiation than anyone, because they have found it extremely dif-
ficult to measure.”” In the 1970s some social evolutionists in archae-
ology were attracted to study burials on the hope that death rituals
make explicit the social personas into which societies are differenti-
ated,’ but in the 1980s critics showed that what buriers express in
their differentiated treatment of the dead is really a set of concep-
tions about what the ideal relationships among the living ought to
be like, not social personas as a Parsonian sociologist might identify
them.” As a result, despite the weight that differentiation receives in
formal definitions, it rarely has much role in archaeologists’ actual
judgments about evolution/complexity. In Naroll’s 1956 social de-
velopment index, for example, only one trait (settlement size) might
reasonably be seen as a proxy for differentiation; and in the final
version of Carneiro’s trait list, just one-sixth of the dimensions re-
lated directly to differentiation.®

Since the 1980s, archaeologists have generally continued drifting
away from differentiation as an analytical tool, but sociologists have
gone much further. In some ways, they point out, the societies we
might think of as the most complex—the great modern nation-
states—are actually Jess differentiated than premodern archaic states,
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with their complicated webs of estates, orders, and ranks.®! Dedif-
ferentiation, Charles Tilly argues, has been the hallmark of the rise
of homogeneous citizen communities.®?

Nor is this process unique to modernity: in another well-known
case, the homogeneous citizen community of fifth-century BCE
Athens was also much less legally differentiated than the city-states
of the preceding archaic period. Despite a massive increase in state
capacity and prosperity between the sixth and fifth centuries,* the
complexity of the status structure expressed in Athenian burials de-
clined sharply.*

Tilly concluded from this that “we have no warrant for thinking
of differentiation in itself as a coherent, general, lawlike social pro-
cess,” and since the 1980s, differentiation has disappeared from so-
ciological debates even more completely than from archaeological
ones.®

COMPLEXITY

If differentiation is too incoherent to form the basis of a theory of
social evolution, complexity —which, in most social scientists” for-
mal definitions, depends entirely on differentiation—must be jetti-
soned along with it.%® However, in the past twenty years, a number
of social scientists have suggested that complexity can be retained as
a central concept if we replace social-scientific ideas based on Spen-
cerian differentiation with theories of complexity drawn from the
natural sciences.”

Many versions of complexity theory argue that if we look at or-
ganizations as complex adaptive systems, we quickly see that pattern
and structure at the macroscale emerge from the microscale behavior
of agents acting in accordance with completely different ideas, or
even no ideas at all.® Spencer would probably have appreciated the
argument that the emergence and collapse of order and hierarchy are
physical processes (often referred to as self-organized criticality, or
SOC), equally relevant to the formation of the universe 13.7 billion
years ago and the formation of human organizations. Related ideas
have been taken up in anthropology, archaeology, management, his-
tory, international relations, and political science.®’
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Complexity theorists often draw on neo-evolutionists’ catego-
ries, particularly when they want to describe premodern human so-
cieties. However, they also tend to see neo-evolutionism as impre-
cise, empiricist, and lacking clear explanations.

EvoLutioN

While complexity theorists have revived Spencer’s vision of evolu-
tion as a catchall concept covering everything from geology to legal
processes, some social scientists have gone in the opposite direction
since the 1970s, recoiling from using the same label to describe Dar-
winian descent with modification in biological organisms and the
very different types of change that happen in social organizations.

The most trenchant criticisms are probably those of the sociolo-
gist Anthony Giddens, who suggests that for any theory calling it-
self evolutionary, “there must be at least some presumed conceptual
continuity with biological evolution ... [and] social evolutionism
must specify something more than just a progression of change in
respect of certain designated criteria, that something being a mecha-
nism of change.” He argues that social evolution shares little with
biological evolution, particularly because it depends on extending
Darwin’s mechanism of change—adaptation—until it becomes “ir-
remediably amorphous.””°

Many biologists agree. John Maynard Smith, a pioneering figure
in the application of game theory to biological evolution, has been
particularly blunt, arguing that the “explanatory power of evolu-
tionary theory rests largely on three assumptions: that mutation is
nonadaptive, that acquired characters are not inherited, and that in-
heritance 1s Mendelian —that is, it is atomic, and we inherit atoms, or
genes, equally from our two parents, and from no one else. In the
cultural analogy, none of these things is true.””!

Some archaeologists have responded to concerns of this kind by
thinking of artifacts as extensions of the human phenotype, focus-
ing on how natural selection operates on their differential persis-
tence through time.? Summarizing the thinking of self-styled
“Darwinian archaeologists,” Robert Leonard explained that “[t]o a
processualist [i.e., a social evolutionist], an adaptation is any behav-



20 x CHAPTER 1

1or that has a function in an environment. To an evolutionist, it is
a phenotypic feature that has been modified over time by natural
selection so that it serves an important evolutionary function.””
Darwinian archaeologists tend to be even more critical of social
evolutionism than complexity theorists, typically portraying it as
hopelessly confused about the unit of selection and even more so
about adaptation.”*

PROGRESS

Very few social scientists nowadays use the word “progress” as a
synonym for social evolution or differentiation. It was, however, one
of Spencer’s core concepts, and therefore calls for a brief comment.

Spencer, I suspect, would have seen social-scientific concepts
such as Parsons’s “evolutionary universals” and Carneiro’s “func-
tional prerequisites” as representing much the same idea as his no-
tion of progress, no matter how strenuously post-Weberian social
scientists struggle to separate facts and values, and many critics of
social evolutionism seem to agree. The archaeologists Michael
Shanks and Christopher Tilley, for instance, argue that discussions
of evolution, differentiation, and related concepts “easily slip into
ideologies of self-justification or assert the priorities of the West.””>
If they are correct, it may be that implicit assumptions about prog-
ress are inevitably built into any discussion of social evolution.

STAGE THEORIES

Virtually all classical and neo-evolutionists, from Spencer with his
typology of simple through trebly compound to Service with his
alternative of band, tribe, chiefdom, and state, produced stage theo-
ries of social evolution. Such theories have many advantages, not
least their potential for predicting variables that cannot be directly
observed. If it is true, say, that all bands live in small, mobile groups,
with low population densities, minimal technology, weak ranking,
and shallow gender hierarchies, then archaeologists who know just
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one or two things about a society —sayj, its subsistence basis and set-
tlement pattern—might be able to reconstruct dimensions that are
undocumented, such as law or kinship.

Arguing from HRAF data, the archaeologist Charles McNett
claimed 50 percent accuracy for such predictions,”® and in the 1970s
many prehistorians worked hard to clarify the stages’ archaeological
correlates and to place specific societies within them.”” But, as often
happens, this research created its own problems. Case studies found
that some societies did not work the way the stage theories said they
should,”® and factor analyses of HRAF data failed to demonstrate
clear correlations between variables, because different rotations
produced wildly different loadings.”

More careful cross-cultural surveys in the 1980s suggested that
the statistical problem reflected a genuinely messy reality. A survey
of New World societies found “considerable variability . . . for each
examined attribute. This diversity was continuous rather than dis-
crete and no clear societal modes or subtypes were readily apparent.
In addition, relationships of varying strength were found between
the different organizational characteristics.”*

Worse still, because the sharp lines between stages blur so badly
in the real world, it can be hard to know when empirical data have
actually falsified any specific stage theory. In one case, contributors
to the same conference volume reached diametrically opposed con-
clusions on whether population density and settlement size corre-
late positively with political systems.®!

Some archaeologists tried to clarify matters by splitting Service’s
four original stages into subtypes,*? or suggesting that chiefdoms
and states represent alternative paths of development, not successive
stages. Service himself responded to the messiness by proposing a
simpler “great divide,” before which “primitive societies were seg-
mented into kin groups that were egalitarian in their relations to
each other,” and after which “some of them became hierarchical,
controlled and directed by a central authoritative power—a power
instituted as a government.”$> Most archaeologists, however, moved
in the opposite direction, increasingly thinking of stages as mere
shorthand descriptions or ideal types superimposed for heuristic
purposes on a reality of continuous change.®
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SOCIETY

Alongside challenges to the coherence of the stages into which theo-
rists had bundled societies came challenges to the coherence of “so-
ciety” itself.

Sociologists have long insisted that “societies” are groups consti-
tuted through practice, not unitary systems. People may define their
societies in ethnic, political, religious, cultural, or other terms, and
generally belong to several societies at once, choosing between them
(or being chosen) depending on context. Michael Mann calls societ-
ies “confederal, overlapping, intersecting networks,” and Giddens
speaks of “social systems which ‘stand out’ in bas-relief from a
background of a range of other systemic relationships in which they
are embedded. They stand out because definite structural principles
serve to produce a specifiable overall ‘clustering of institutions’
across time and space.”®

Anthropologists share these concerns. Criticizing what they call
“the stereotypical ‘among the so-and-so’ mold” of thinking that
dominated ethnography through most of the twentieth century,
Akhil Gupta and James Ferguson argue that

whatever associations of place and culture exist must be taken as prob-
lems for anthropological research rather than the given ground that one
takes as the point of departure; cultural territorializations (like ethnic
and national ones) must be understood as complex and contingent re-
sults of ongoing historical and political processes. It is these processes,
rather than pregiven cultural-territorial entities, that require anthropo-
logical study.®¢

The “societies” that sociologists analyze are often very different
from the “cultures” that anthropologists study, and neither seems
very like the clusters of artifact types that archaeologists commonly
call “cultures” (in the classic definition, “polythetic set[s] of specific
and comprebensive artefact types which consistently recur together
in assemblages within a limited geographic area™).¥’

Naroll recognized the problem and responded by coining a new
term, the “cultunit,”®® which he divided into four types, varying on
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two chronological scales, but this complicated idea won little sup-
port. If the unit of analysis is really so slippery, then the long-term,
large-scale comparisons that are the staple of social evolutionism
seem doomed to failure.

QUANTIFICATION

Quantification is central to most approaches to social evolution, and
half a century ago Naroll and Carneiro were already wrestling with
the fundamental problem of how to convert nominal into interval
data. By the 1970s, however, the desire to reduce unique humans or
historical situations to serial data that could be counted was itself
being challenged. As Shanks and Tilley saw it, the “mathematiza-
tion” of the past was part of the evolutionists’ hidden agenda of le-
gitimizing Western domination: the mistaken assumption behind
mathematization, they argued, was that when we quantify, “[w]e re-
discover our essentially mathematical selves, and in our obsession
with immediacy and factuality discover the inevitability of the pres-
ent being as it is; it becomes objectively necessary.”*

In a classic essay, the sociologist Mark Granovetter once sug-
gested that social scientists are pulled in two opposite directions.
One leads toward “over-socialization” of the social sciences’ subject
matter, embedding every problem in so much context and allowing
so much scope for competing constructions and subversions of
meaning that no solution is possible; the other, toward “under-
socialization,” wrenching details out of the context that gives them
meaning and therefore finding only superficial answers.”

The challenge, of course, is to find the best possible balance be-
tween abstraction and immediacy. Different disciplines tend to favor
different points on the spectrum, with anthropology and history
perhaps moving furthest toward oversocialization and economics
and psychology furthest toward undersocialization. If Peter Turchin
(quoted earlier in this chapter) is right that “a discipline usually ma-
tures only after it has developed mathematical theory,” social evolu-
tionism requires more (and more sophisticated) quantification; if
Shanks and Tilley and those who share their views are right, mathe-
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matization and social evolutionism are simply extreme versions of
undersocialization.

CONCLUSION

This is a formidable set of criticisms. If they are justified, the Spen-
cerian tradition of social evolutionism—and with it, any hope of
using a social development index to answer the why-the-West-rules
question—would seem to be fatally flawed.

There has been no shortage of evolutionists ready to defend the
tradition against its critics.”" In this book, though, I want to take a
different tack. It seems to me that many of the criticisms raised in
the past half century are quite justified, and deserve to be taken seri-
ously; but that does not mean that the 1980s to 1990s trend toward
abandoning social evolutionism altogether was also justified. In
chapter 2, I try to show if we take the criticisms seriously, it is pos-
sible to build a more focused and robust kind of index that avoids
many of the shortcomings of neo-evolutionist theory and really can
provide the tools that show us what we need to explain if we are to
know why the West rules—for now.



CHAPTER 2

METHODS AND ASSUMPTIONS

IN CHAPTER 1, I SUGGESTED THAT THE BEST WAY TO RE-
solve the two-century-old debate about why the West rules is by
building a social development index, because this will allow us to
compare Western with non-Western development over long peri-
ods. Only when we have identified the shape of the history that
needs to be accounted for will we be able to come up with better
explanations for why the West rules.

I then looked at research on social evolution since the 1850s
and the criticisms leveled against the most recent version, neo-
evolutionism, since the 1970s. In this chapter, I describe a social de-
velopment index that seems to me to respond to the most serious
criticisms of evolutionism without losing sight of the central goal of
being able to measure and compare social development across time
and space.

My approach depends on nine core assumptions. I begin by de-
scribing them, and then go on to explain how my social develop-
ment index works. I close the chapter by explaining why I think this
index improves on twentieth-century neo-evolutionist indices.

CORE ASSUMPTIONS

I make nine basic assumptions, which require varying amounts of
discussion.

25
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1. QUANTIFICATION

Social development is not a useful concept unless it is quantifiable.
Historians have argued for generations over the relative merits of
quantitative and qualitative approaches, and I will not rehash these
increasingly sterile debates.!

I do not assume that quantitative approaches are somehow
more objective than qualitative ones; judgment calls and potentially
arbitrary distinctions must always be made, whether we count or
whether we describe. Chapters 3-6 describe the most important
such calls and distinctions I have made.

That said, quantitative approaches should be more explicit than
qualitative ones, since the act of quantification forces the analyst to
focus on these decisions and to formulate reasons for choosing one
option rather than another. If we do not approach social develop-
ment quantitatively, the debate will continue to be bogged down in
a definitional morass. The goal must be a numerical index of social
development, allowing direct comparisons between different parts
of the world and different periods of history.

2. PARSIMONY

Although no one has ever managed to trace the quotation back to a
primary source, Albert Einstein is supposed to have said that “in sci-
ence, things should be made as simple as possible, but no simpler.”
This, I assume, must be the goal in studying social development, but
not all humanists share this assumption. (Nor, for that matter, do all
scholars who call themselves social scientists.)

Academics often suggest that the goal of scholarship should be to
add complexity to our understanding of the world. There are cer-
tainly many questions—particularly in cultural studies—that call
for methods that complicate our perceptions and add nuance, even
at the cost of clarity, but in discussions of why the West rules the
main problem has generally been too much complexity, obscuring
the central issues in masses of detail. Analysis has run into the classic
problem of not being able to see the wood for the trees.
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3. TrAITS

Operationalizing a broad concept like social development requires
us to break it down into smaller, directly measurable units. Follow-
ing the model of the United Nations Human Development Index,? I
have tried to identify the minimum number of concrete traits that
cover the full range of criteria in the formal definition of social de-
velopment. No trait list can ever be perfect, but the challenge is to
select the optimal set—that is, a set that would fail Einstein’s sim-
plicity test if we were to add more traits, because that would make
things unnecessarily complex, or if we were to subtract traits, be-
cause the list would then no longer cover the full range of elements
in the definition and would oversimplify things.

The first Human Development Index, or HDI, was designed in
1990 by the economist Mahbub ul Haq with the aim of shifting de-
velopment economists’ focus from national income accounting to-
ward human well-being.’> Working with Amartya Sen and a team of
United Nations economists, ul Haq crafted the HDI to provide a
single score that would tell development officers how well each coun-
try was doing in enabling its citizens to fulfill their innate potential.

The HDI uses three traits: life expectancy at birth (e;), knowl-
edge and education (with adult literacy rates accounting for two-
thirds of the score and enrollment in schools and universities for the
other one-third), and standards of living (gross domestic product
per capita [GDP/cap] measured in U.S. dollars at purchasing power
parity [PPP] rates). The UN Human Development Programme
constantly revises its calculation methods, and made particularly
large changes in 2011. It provides a convenient calculator for gener-
ating scores.*

The HDI has been criticized for everything from its selection of
traits, errors in the underlying data, and the way it weights educa-
tion and income to its neglect of ecology and morality,® but it has
nevertheless proved extremely useful and is very widely used.

Human development is different from social development as I
defined it in chapter 1 above, but the basic principle of identifying a
manageably small number of quantifiable traits is transferable. Great
differences of course remain between the HDI and my social devel-
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opment index, most obviously the fact that each published HDI is a
synchronic snapshot. It could, up to a point, be used to measure
change through time by simply comparing a single country’s score
in each annual report, but because the maximum possible score is
always 1.0, the HDI does better at charting a nation’s relative posi-
tion within the world at a single point in time than at measuring
diachronic changes in development levels.

In sum, although the HDI has very different aims from my social
development index, the principle underlying it—that a small num-
ber of quantifiable traits can act as proxies for a much broader con-
cept—is an excellent starting point.

4. THE CRITERIA FOR A USEFUL TRAIT

There has been much discussion within the social sciences of how to
select good traits, and most accounts focus on six criteria:®

1. The trait must be relevant: that is, it must tell us something
about social development as I defined it in chapter 1.

ii.  The trait must be culture independent. We might, for ex-
ample, think that the quality of literature and art are useful
measures of social development, but judgments in these
matters are notoriously culture bound.

iii.  Traits must be independent of each other—if, for instance,
we use the number of people in a state and the amount of
wealth in that state as traits, we should not use per capita
wealth as a third trait, because it is a product of the first
two traits.

iv.  The trait must be adequately documented. This is a real
problem when we look back thousands of years because
the evidence available varies so much. Especially in the dis-
tant past, we simply do not know much about some poten-
tially useful traits.

v.  The trait must be reliable, meaning that experts more or
less agree on what the evidence says.

vi. The trait must be convenient. This may be the least impor-
tant criterion, but the harder it is to get evidence for some-
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thing or the longer it takes to calculate results, the less use-
ful that trait is.

5. FocusiNG oN EasT AND WEST RATHER
THAN THE WHOLE WORLD

A genuinely global survey of social development, reviewing in as
much detail as possible every region of the world, would be very
welcome. It would, however, require an enormous amount of work,
and would in fact be rather a blunt tool for explaining why the West
rules, failing the parsimony test by adding unnecessary complexity.

The central question in the why-the-West-rules debate is whether
Western social development has been higher than development in
the rest of the world since the distant past or whether the West has
only scored higher in recent times. To answer that, we do not need
to examine the social development of every region in equal detail.
For reasons discussed in Jared Diamond’s Guns, Germs, and Steel
and in chapter 2 of Why the West Rules— For Now,” at the end of the
most recent ice age, around 13,700 BCE, social development began
rising faster in a small group of societies in the “lucky latitudes”
(roughly 20-35° north in the Old World and 15° south to 20° north
in the New; figure 2.1) than anywhere else on earth.
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Figure 2.1. The “lucky latitudes.” Map by Michele Angel.
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The only parts of the world that could plausibly have produced
rivals to the West in the past few hundred years are those that devel-
oped from cores in the New World, South Asia, and East Asia,
which, at the end of the last ice age, had the densest concentrations
of potentially domesticable plants and animals; and in reality, the
only regions that have scored higher on social development than the
West since the end of the last ice age have been in East Asia. Follow-
ing the principle of parsimony, I therefore focus on East-West
comparisons.

6. THE MEANING OF EAsT AND WEST

One of the greatest difficulties in explaining why the West rules has
been the tendency of different scholars to define “the West” in dif-
ferent ways, reducing the debate to a definitional impasse. The his-
torian Norman Davies has counted no fewer than twelve distinct
definitions in the academic literature, united only by what he calls
their “elastic geography.” The West, Davies concludes, “can be de-
fined by its advocates in almost any way that they think fit,” with
the result that “Western civilization is essentially an amalgam of in-
tellectual constructs which were designed to further the interests of
their authors.”

The problem, Davies points out, is that historians have tended to
start from some value that they like to associate with Westernness—
democracy, say, or Christianity, or science, or freedom—and then
identify a group of countries that seem to share this value. They then
normally compare this set of countries to a set of “non-Western”
countries that they define as lacking this value, and suggest an expla-
nation for the difference. The difficulty is that rival historians can
simply identify some other value as being the essence of the West,
producing a different set of countries that exemplify it and a differ-
ent comparison set, coming—naturally —to different but equally self-
serving conclusions.

To avoid this kind of ethnocentrism, I make a very different as-
sumption. Rather than starting with some value that I think of as
Western and tracing it backward in time, I start at the beginning of
the story and look forward. Radically different regional lifestyles
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Figure 2.2. The early expansion of the West, 9000-4000 BCE.

only really began to develop after the end of the last ice age, when
some groups began domesticating plants and animals while others
continued to make their living from foraging.” As I explain in chap-
ter 2 of Why the West Rules— For Now,'° I define the “West” as the
societies that have developed and spread through a combination of
colonization and emulation from the westernmost original core of
domestication in Eurasia, in the headwaters of the Euphrates and
Tigris Rivers.

Within this area, domestication drove rising population, which
simultaneously pushed social development upward and pushed peo-
ple outward. By 4000 BCE “the West” had grown to include much
of continental Europe, what is now Egypt, the western edge of what
is now Iran, and some of the oases of Central Asia (figure 2.2). By
the first millennium CE it had expanded still more to include the
whole of what we now call Europe, and in the second millennium
CE Europeans carried it to the Americas, Australasia, and the coasts
of Africa.
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Similarly, when I refer to the “East” I mean those societies that
have developed and spread —again, through a combination of colo-
nization and emulation—from the easternmost original core of do-
mestication in Eurasia, between the Yellow and Yangzi Rivers. As in
the West, domestication drove rising population, which simultane-
ously pushed social development upward and pushed people out-
ward. By 2000 BCE “the East” had grown to include much of what
we now call Southeast Asia. By 1500 BCE it included the modern
Philippines and Korea (figure 2.3), and in the first millennium CE
incorporated Japan too.

This way of defining “East” and “West,” as the societies that
have developed out of the easternmost and westernmost cores of
domestication in Eurasia, seems to me a matter of common sense.
It also has the great merits of allowing us to apply consistent con-
cepts to the long run of human history and of avoiding the ideo-
logical extremes that dog so much of the debate about why the
West rules.

7. CHRONOLOGICAL INTERVALS OF MEASUREMENT

One of the main goals of the social development index is to measure
change through time, so the index must have a diachronic dimen-
sion. I begin my scoring in 14,000 BCE, near the end of the last ice
age, and continue through to 2000 CE, which not only provides a
convenient end point but also allows us a few years to see how the
trends have continued to play out.

Following the principle of parsimony, I assume that social devel-
opment scores should be calculated at chronological intervals short
enough to illustrate the broad pattern of change but no shorter. In
prehistory, dating techniques often involve very broad margins of
error, but the rate of social change was often very slow. Even if we
had good enough evidence to distinguish between social develop-
ment in (say) 12,000 BCE and 11,900 BCE, the difference would
probably be too small to measure.

I therefore use a sliding interval. From 14,000 through 4000 BCE,
I measure social development every thousand years. From 4000
through 2500 BCE the quality of evidence improves and change ac-
celerates, so I measure every 500 years. I reduce this to every 250
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Figure 2.3. The early expansion of the East, 6000-1500 BCE.

years between 2500 BCE and 1500 BCE, and finally measure every
century from 1400 BCE through 2000 CE. In the twentieth century
CE the quality of data would allow us to trace changes just year-by-
year or even (at least in the second half of the century) month-by-
month if we wanted to, but this level of precision does little to an-
swer the question of why the West rules while adding enormously
to the effort of quantification, violating criterion 6 under assump-
tion 4 above.
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One downside of this approach is that prehistoric change is
inevitably smoothed out. It does seem to be true that over the
long run, development changed much more slowly in the first few
thousand years after the end of the ice age than in the past few
hundred, but on the rare occasions that prehistoric archaeological
remains can be dated very accurately (e.g., among lake villages in
the French Alps, dated by dendrochronology within margins of
error of just a few years),!! it is clear that these long waves conceal
many shorter cycles. At present, there seems to be no way around
this problem.

8. UNITS OF ANALYSIS

In his landmark book The Great Divergence, the historian Kenneth
Pomeranz points out that historians eager to promote the primacy
of Europe often make the elementary error of comparing the most
developed parts of early modern Europe, such as Britain and the
Netherlands, with the whole of China, and then concluding that Eu-
rope was more developed in the eighteenth or even the seventeenth
century.’? Comparing inappropriate regions produces meaningless
results (which was why, as mentioned in chapter 1, Naroll proposed
replacing archaeologists” and anthropologists’ normal units of com-
parison with his own more abstract “cultunit”).”® It is therefore cru-
cial that we examine social development in comparable and appro-
priate spatial and temporal units.

One solution would be to take the whole of the Eastern and
Western zones as defined above as our analytic units, although that
would mean that the Western score for, say, 1900 CE would bundle
together industrialized England with Russia’s serfs, Mexico’s peons,
and Australia’s ranchers. We would then have to calculate an average
development score for the whole Western region, then do it again
for the East, and repeat the process for every earlier point in history.
This would get so complicated as to become impractical, violating
rule 6 in the discussion of criteria for good traits; and it would prob-
ably be rather pointless anyway. When it comes to explaining why
the West rules, the most important information will normally come
from comparing the most highly developed parts of each region, the
cores that were tied together by the densest political, economic, so-
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Figure 2.4. The shifting locations of the Eastern and Western cores. Map by Michele Angel.

cial, and cultural interactions. An index of social development needs
to measure and compare changes within these cores.

These core areas have shifted and changed considerably across
time (figure 2.4). The Western core was geographically very stable
from 11,000 BCE until about 1400 CE, remaining firmly at the east
end of the Mediterranean Sea except for the five hundred years be-
tween about 250 BCE and 250 CE, when the Roman Empire drew it
westward to include Italy. Otherwise, it always lay within a triangle
between what are now Iraq, Egypt, and Greece. Since 1400 CE it has
moved relentlessly north and west, first to northern Italy, then to
Spain and France, then broadening to include Britain, the Low
Countries, and Germany. By 1900 CE it straddled the Atlantic, and
by 2000 CE it was firmly planted in North America.

In the East the core remained in the original Yellow-Yangzi River
zone right up until 1850 CE, although its center of gravity shifted
northward toward the Yellow River’s Central Plain after about 4000
BCE, back south to the Yangzi Valley after 500 CE, and gradually
north again after 1400 CE. It expanded to include Japan by 1900 CE
and southeast China too by 2000 CE.

There will inevitably be disagreement between specialists over
the precise boundaries of the Eastern and Western cores at any given
moment in time; I indicate approximately the areas I treat as the
cores in table 2.1.
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Table 2.1

Western and Eastern core regions, 14,000 BCE-2000 CE

The West

14,000 BCE Hilly Flanks (SW Asia)

13,000 BCE Hilly Flanks (SW Asia)

12,000 BCE Hilly Flanks (SW Asia)

11,000 BCE Hilly Flanks (SW Asia)

10,000 BCE Hilly Flanks (SW Asia)

9000 BCE Hilly Flanks (SW Asia)

8000 BCE Hilly Flanks (SW Asia)

7000 BCE Hilly Flanks (SW Asia)

6000 BCE Hilly Flanks (SW Asia)

5000 BCE Hilly Flanks (SW Asia)

4000 BCE Mesopotamia (SW Asia)

3500 BCE Mesopotamia (SW Asia)

3000 BCE Egypt (NE Africa)

2500 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

2250 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

2000 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

1750 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

1500 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

1400 BCE Egypt (NE Africa), Mesopotamia-Anatolia (SW Asia)

1300 BCE Egypt (NE Africa), Mesopotamia-Anatolia (SW Asia)

1200 BCE Egypt (NE Africa)

1100 BCE Egypt (NE Africa)

1000 BCE Egypt (NE Africa)

900 BCE Assyria-Mesopotamia (SW Asia)

800 BCE Assyria-Mesopotamia (SW Asia)

700 BCE Assyria-Mesopotamia (SW Asia)

600 BCE Egypt (NE Africa), Mesopotamia (SW Asia)

500 BCE Persian Empire (SW Asia)

400 BCE Persian Empire-Aegean (SW Asia—NE Africa-SE
Europe)

300 BCE Hellenistic kingdoms (SW Asia—-NE Africa—SE
Europe)

200 BCE Mediterranean basin (SW Asia—NE Africa—SE
Europe)

100 BCE Central Mediterranean (S Europe)

1 BCE/CE Central Mediterranean (S Europe)

100 CE Central Mediterranean (S Europe)

200 CE Central Mediterranean (S Europe)
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Table 2.1 (continued)

The West (cont.)

300 CE Eastern Mediterranean (SW Asia-NE Africa—SE
Europe)

400 CE Eastern Mediterranean (SW Asia-NE Africa—SE
Europe)

500 CE Eastern Mediterranean (SW Asia-NE Africa—SE
Europe)

600 CE Eastern Mediterranean (SW Asia-NE Africa-SE
Europe)

700 CE Egypt (NE Africa), Syria-Iraq (SW Asia)

800 CE Egypt (NE Africa), Syria-Iraq (SW Asia)

900 CE Egypt (NE Africa), Spain (SW Europe)

1000 CE Mediterranean basin (SW Asia-N Africa-S Europe)

1100 CE Mediterranean basin (SW Asia-N Africa-S Europe)

1200 CE Mediterranean basin (SW Asia-N Africa-S Europe)

1300 CE Mediterranean basin (SW Asia-N Africa-S Europe)

1400 CE Mediterranean basin (SW Asia-N Africa-S Europe)

1500 CE Atlantic littoral (W Europe)

1600 CE Atlantic littoral (W Europe)

1700 CE France, Britain, Netherlands (NW Europe)

1800 CE France, Britain (NW Europe)

1900 CE Germany, France, Britain, USA (N Europe, N
America)

2000 CE USA (N America)

The East

14,000 BCE Yellow-Yangzi River Valleys (China)

13,000 BCE Yellow-Yangzi River Valleys (China)

12,000 BCE Yellow-Yangzi River Valleys (China)

11,000 BCE Yellow-Yangzi River Valleys (China)

10,000 BCE Yellow-Yangzi River Valleys (China)

9000 BCE Yellow-Yangzi River Valleys (China)

8000 BCE Yellow-Yangzi River Valleys (China)

7000 BCE Yellow-Yangzi River Valleys (China)

6000 BCE Yellow-Yangzi River Valleys (China)

5000 BCE Yellow-Yangzi River Valleys (China)

4000 BCE Yellow-Yangzi River Valleys (China)

3500 BCE Yellow-Yangzi River Valleys (China)

3000 BCE Yellow-Yangzi River Valleys (China)

2500 BCE Yellow-Yangzi River Valleys (China)
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Table 2.1 (continued)

The East (cont.)

2250 BCE Yellow-Yangzi River Valleys (China)
2000 BCE Yellow River Valley (China)

1750 BCE Yellow River Valley (China)

1500 BCE Yellow River Valley (China)

1400 BCE Yellow River Valley (China)

1300 BCE Yellow River Valley (China)

1200 BCE Yellow River Valley (China)

1100 BCE Yellow River Valley (China)

1000 BCE Yellow River Valley (China)

900 BCE Yellow River Valley (China)

800 BCE Yellow River Valley (China)

700 BCE Yellow River Valley (China)

600 BCE Yellow River Valley (China)

500 BCE Yellow-Yangzi River Valleys (China)
400 BCE Yellow-Yangzi River Valleys (China)
300 BCE Yellow-Yangzi River Valleys (China)
200 BCE Yellow-Yangzi River Valleys (China)
100 BCE Yellow-Yangzi River Valleys (China)
1 BCE/CE Yellow-Yangzi River Valleys (China)
100 CE Yellow-Yangzi River Valleys (China)
200 CE Yellow-Yangzi River Valleys (China)
300 CE Yangzi River Valley (China)

400 CE Yangzi River Valley (China)

500 CE Yangzi River Valley (China)

600 CE Yellow-Yangzi River Valleys (China)
700 CE Yellow-Yangzi River Valleys (China)
800 CE Yellow-Yangzi River Valleys (China)
900 CE Yangzi River Valley (China)

1000 CE Yellow-Yangzi River Valleys (China)
1100 CE Yellow-Yangzi River Valleys (China)
1200 CE Yellow-Yangzi River Valleys (China)
1300 CE Yellow-Yangzi River Valleys (China)
1400 CE Yellow-Yangzi River Valleys (China)
1500 CE Yellow-Yangzi River Valleys (China)
1600 CE Yellow-Yangzi River Valleys (China), Japan
1700 CE Yellow-Yangzi River Valleys (China)
1800 CE Yellow-Yangzi River Valleys (China)
1900 CE Japan

2000 CE Eastern China, Japan
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9. APPROXIMATION AND FALSIFICATION

I take it for granted that there is no such thing as an index that is 100
percent accurate, whether we interpret “accurate” in a strong sense,
meaning that every single detail is absolutely correct, or a weaker
sense, meaning that all experts will make exactly the same estimates,
even if they cannot prove that these estimates are correct. In all his-
torical scholarship there is little we can be completely sure about
and even less that experts will agree on. There is therefore no point
in asking whether the social development scores I calculate are cor-
rect. Of course they are not. The only meaningful question is, how
incorrect are they? Are they so wrong that I have misidentified the
basic shape of the history of social development, meaning that my
explanation for why the West rules is fatally flawed? Or are the er-
rors in fact relatively trivial?

There are two main ways to address these questions. One is to
assume that I have made systematic errors, pervasively overestimat-
ing the Western and underestimating the Eastern scores (or vice
versa), then to ask (1) how much we would need to change the scores
to make the past look so different that the arguments advanced in
Why the West Rules—For Now would cease to hold good and (2)
whether such changes are plausible. I address these questions in
chapter 7.

The other way is to assume that the errors are unsystematic, over-
or underestimating both the Eastern and Western scores in random,
unpredictable ways. The only way to address errors of this kind is to
work through the evidence on which I base my individual scores,
which I present in detail in chapters 3-6.

METHODS OF CALCULATION: TRAIT SELECTION

The first challenge is to find the minimum number of traits that ful-
fill the six criteria listed under assumption 4 above. After trying sev-
eral permutations, I settled on four traits: (a) energy capture per per-
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son, (b) social organization, (¢) information technology, and (d)
war-making capacity.

a. Energy capture must be the foundation for any usable measure
of social development. Newton’s Second Law of Thermodynamics
tells us that complex arrangements of matter break down over time
without the input of additional energy from their environment.
Without capturing energy, humans (like plants and other animals)
die. Similarly, unless they take up energy from their environments,
the societies humans have created break down. To increase their
mastery of their physical and intellectual environments and get
things done, groups of people have to increase their energy capture.

However, energy capture alone is not adequate to measure every-
thing that is important to social development. Even the most reduc-
tionist definition of culture that I know of, Leslie White’s C=E x T
(chapter 1 above; culture = energy x technology), took it for granted
that measuring the ways people use the energy they capture is as
important as measuring the energy itself. White’s category of “tech-
nology,” however, strikes me as too loose and too difficult to quan-
tify, so I have subdivided it into three further traits.

b. Social organization is the first of these. This concept inevitably
overlaps to a considerable degree with Spencer’s notion of differen-
tiation, but to sidestep the endless debates over definition and mea-
surement that I mentioned in chapter 1, I have borrowed a trick
from economists and used the population size of the largest perma-
nent settlement within a society as a rough proxy measure of organi-
zational capacity.'*

This might seem like an odd strategy. Some of the biggest cities in
the world today are dysfunctional nightmares, riddled with crime,
squalor, and disease. But that, of course, has been true of most big
cities throughout history. Rome had a million residents in the first
century BCE; it also had street gangs that regularly brought govern-
ment to a halt and death rates so high that more than a thousand
country folk had to migrate into Rome every month just to maintain
its numbers." Yet for all Rome’s foulness, the organization needed
to keep the city going was vastly beyond anything that any earlier
society in the world could have managed —just as running Lagos
(population 11 million) or Mumbai (population 19 million), let alone
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Tokyo (population 35 million), calls for organization far beyond the
Roman Empire’s capabilities.

This is why social scientists regularly use urbanism as an approx-
imate measure of organizational capacity. There are several ways to
do this. We might calculate the proportion of a society’s population
that lives in settlements over a certain size (ten thousand people is a
popular cut-off point), or we might classify settlements into differ-
ent ranks, and count how many ranks each society has. The method
I have chosen, however, is simply to count the number of people in
the largest permanent settlement in the East and the largest settle-
ment in the West. I have chosen this approach (a) because it seems
the best suited to the kinds of evidence we have to use if we are
going to take the study all the way back to 14,000 BCE and (b) be-
cause I know of no studies showing that this method is any less use-
ful than more complicated alternatives.

c. Information technology is the next indispensable element in the
use of energy. As social development increases, people have to pro-
cess and communicate prodigious amounts of information. No soci-
ety can develop very far without systems for writing and counting;
to go further still, it needs increasingly sophisticated media for stor-
ing and transmitting this information and institutions to impart the
skills of literacy and numeracy to more and more people.

d. Finally, war-making capacity is a crucial part of social develop-
ment. Like plants and all other animals, humans must compete as
well as cooperate if they are to survive; and, having evolved as a so-
cial species, humans (like ants and chimpanzees) regularly direct
part of their cooperative activities toward competing violently as
groups against other rival groups.!® Weapons and fortifications are
prominent in the archaeological record, and descriptions of wars
and battles fill the written sources in most cultures once information
technology has reached the stage that this kind of detail can be
stored.

These four traits do not add up to a comprehensive picture of
social development across the last sixteen thousand years, any more
than the United Nations’ traits of life expectancy, education, and
income tell us everything we might want to know about human de-
velopment. Their function is more limited: they just need to give us
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a usable snapshot of social development, revealing the patterns that
need to be explained if we are to know why the West rules.

Nor do I claim that these four traits are the only ones that would
do the job. I looked at several other possible traits, including popu-
lation sizes of the largest political units, scientific capacity, and broad
measures of technological capacity, but none seemed to me to per-
form as well on the criteria listed under assumption 4 as energy cap-
ture, organization, information technology, and war-making capac-
ity. That said, there does seem to be considerable redundancy among
the traits, suggesting that any bundle of traits that relates well to the
core concept of social development is likely to produce rather simi-
lar sets of scores.

CALCULATING SCORES

The greatest challenge for any index is of course deciding how to as-
sign points to the traits. In order to keep things simple, I decided to
make one thousand points the maximum possible score by the year
2000 CE, the endpoint of the index. However, this cap works very
differently from the maximum possible score of 1.0 in the United
Nations’ Human Development Index. In the UN index, 1.0 repre-
sents some kind of perfection, meaning that it will never be possible
for a society to score higher than 1.0. In my social development
index, by contrast, one thousand points is simply the highest score
possible in the year 2000 CE. In the dozen years that have passed
between the end of the index and writing these words, Western de-
velopment scores have continued to rise, and have already passed
one thousand points. If Eastern and Western development continue
to rise at twentieth-century rates, by the end of the twenty-first cen-
tury both will have reached five thousand points; and if the rate of
increase accelerates beyond twentieth-century rates, which seems to
be what is happening, both scores will be higher still in 2100.

The economists who designed the United Nations’ Human De-
velopment Index came up with an elaborate weighting system, nor-
malizing the scores on their three traits and then calculating the geo-
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metric mean of the combined scores. By contrast, when Naroll
published his original social development index back in 1956, he as-
signed equal weight to each of his three traits, if only, he explained,
“because no obvious reason appeared for giving one [trait] any more
weight than another.”"”

There will always be scope to argue over the merits of different
weightings,'$ and I return to this question in chapter 7, but Naroll’s
approach seems more relevant here than the United Nations’. Even
if good reasons could be identified to weight one trait more heavily
than another, there would be no grounds to assume that the same
weightings would hold good across the whole sixteen thousand
years under review, or that they would apply equally to East and
West throughout.

I therefore divide my one thousand points equally among the
four traits. This means that the society that has the highest value on
record for that particular trait picks up 250 points for the period in
which it attains that level (which, in every case, is the year 2000 CE),
with other societies getting proportionately lower numbers of
points for lower values. I go into detail about the evidence, the defi-
nitional issues, and how I have calculated the scores on each trait in
chapters 3-6, but I give a brief concrete example here to illustrate the
mechanics of the scoring system. I will take the case of organization,
measured through the proxy of the size of the largest settlement (see
“Methods of Calculation,” section b, above), because it is probably
the most straightforward of the traits.

Most geographers classify Tokyo in 2000 CE as the biggest city
known from the period 14,000 BCE-2000 CE, with about 26.7 mil-
lion residents. Tokyo in 2000 CE, then, scores the full 250 points
allotted to organization/urbanism, meaning that each 106,800 peo-
ple (that is, 26.7 million divided by 250) scores 1 point on the index.
The biggest city in the Western core in 2000 CE was New York, with
16.7 million people; at 106,800 people per point, New York scores
156.37 points.

The data for 1900 CE are not as good, but all historians agree that
cities were much smaller. In the West, London had about 6.6 million
residents (scoring 61.80 points) in 1900 CE, while in the East Tokyo
was again the greatest city, but with just 1.75 million people, earning
16.39 points.
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By the time we get back to 1800 CE, historians have to combine
several different kinds of evidence, including records of food supply
and tax payments, the physical area covered by cities, the density of
housing within them, and anecdotal accounts, but most conclude
that Beijing was at this time the world’s biggest city, with perhaps
1.1 million souls (10.30 points). The biggest Western city was again
London, with about 861,000 people (8.06 points).

The further we push back in time, the broader the margins of
error, but for the thousand years leading up to 1700 CE the biggest
cities were clearly Chinese (with Japanese ones often close behind).
First Chang’an, then Kaifeng, and later Hangzhou came close to or
passed a million residents (around 9 points) between 800 and 1200
CE. Western cities, by contrast, were never more than half that size
(and the biggest Western cities were usually in the Muslim areas of
Southern Europe and Southwest Asia rather than in Christian
Northern and Western Europe). A few centuries earlier, this situa-
tion was reversed: in the first century BCE Rome’s million residents
undoubtedly made it the world’s metropolis, while Chang’an in
China had probably half a million citizens.

As we move back into prehistory the evidence of course becomes
fuzzier still and the numbers become much smaller. However, the
combination of systematic archaeological surveys and detailed exca-
vation of smaller areas still gives us a reasonable sense of city sizes.
This is very much chainsaw art, but while the most commonly ac-
cepted estimates might be as much as 10 percent off, they are un-
likely to be much wider of the mark than that; and since we are ap-
plying the same methods of estimation to Eastern and Western sites,
the broad trends should be fairly reliable.

Because it requires 106,800 people to score 1 point for organiza-
tion, slightly over one thousand people will score 0.01 points, the
smallest number I felt was worth entering on the index. The biggest
Western villages reached this level around 7500 BCE and the biggest
Eastern ones around 3500 BCE. Before these dates, West and East
alike score zero (see chapter 4).

The scores for the other three traits are calculated in similar ways:
I (a) identify the society with the highest score on this dimension of
life (e.g., for energy capture, the United States in 2000 CE, where
each citizen on average burned through some 228,000 kcal of energy
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per day), (b) assign that society the full score of 250 points, (c) cal-
culate the performance needed to earn one point (for energy cap-
ture, 228,000 divided by 250 equals 912 kcal per capita per day per
point), (d) estimate values on this trait for each society at different
dates through history, and (e) divide these estimates by the denomi-
nator needed to turn them into scores on the index. After calculat-
ing the scores on each trait for the whole period between 14,000
BCE and 2000 CE, I simply add the four traits together for produce
a series of social development scores for each region. This allows us
to compare social development through time between different
parts of the world.

MAJOR OBJECTIONS

Based on the debates over neo-evolutionism reviewed in chapter 1,
it seems to me that there are four major charges that might be leveled
against my methods. I will say a few words about each, explaining
why none of these objections strikes me as being fatal.

1. Quantifying and comparing social development in different
times and places dehumanizes people, and we should therefore not
do it.

This was one of the most influential arguments in the turn against
neo-evolutionism in anthropology and sociology in the 1970s and
1980s, and similar ideas won many followers among historians too.
However, it is the least impressive of the objections that might be
raised because its force largely evaporates as soon as we recognize
that different questions require us to work at different levels of
abstraction.

By the late 1980s, scholars in many fields had come to feel that
the highly abstract categories of neo-evolutionism, neoclassical eco-
nomics, and cognate approaches left too much unexplained, and
they quite reasonably turned to other ways of thinking that seemed
to do a better job of answering the questions they found interesting.
Many sociologists, for instance, dropped differentiation and utility
in favor of habitus and structuration as organizing concepts, and
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even demography and economics, the social sciences most firmly
committed to quantification and abstraction, had their own post-
modern turns."

I certainly found this to be true in my own research. After draw-
ing on neo-evolutionary and comparative frameworks in the mid-
1980s to make sense of social change in Iron Age Greece,” the limi-
tations of these approaches became increasingly obvious. Some of
the most important dimensions of ancient Greek society, such as its
combination of radical male democracy with large-scale chattel slav-
ery, fit awkwardly with schemes like those of Service, Parsons, and
Fried, which made democracy a correlate of advanced modern
states.?! Far from explaining where Greek democracy came from,
assigning Greece a score on a social development index seemed to
make the task harder, by diverting attention away from the Greeks’
unique achievements.??

But this did not mean that social evolutionism and indices of so-
cial development were a waste of time; it meant just that other tools
were needed to answer this specific question. A narrower, more par-
ticularist approach to ancient Greek society yielded many gains over
comparative, evolutionary treatments; but this too had limits, above
all its inability to explain the economic, military, and political growth
that clearly drove the changes of the first millennium BCE. Trying
to make sense of these more material factors drew me back toward
broadly evolutionary tools and the need to situate Greece within a
global framework.?

Asking why the West rules is a different kind of question from
asking why some Greek city-states gave the vote to all adult male
citizens. It is a grand comparative question, which requires us to
range across thousands of years of history, look at millions of square
miles of territory, and bring together billions of people. For this task
an index of social development is exactly the tool we need.

2. Quantifying and comparing societies is a reasonable procedure,
but social development in the sense I defined it (as societies’ abilities
to get things done) is the wrong thing to measure.

This objection can be addressed more briefly. A critic who feels
this way would need to show that there are other things we could
measure and compare that would be more helpful for explaining why
the West rules than social development in the sense I define it. I do
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not know what these other things might be, so I leave it to the critics
to identify them and to show that they yield more useful results.

3. Social development in the sense I defined it may be a useful way
to compare regions through time, but the traits I use to measure it
(energy capture, organization/urbanization, information technol-
0gy, and war-making capacity) are not the best ones.

As I see it, this objection could come in three forms:

1. We should add more traits to my four traits of energy cap-
ture, organization, war-making capacity, and information tech-
nology. But while there are certainly many traits we could exam-
ine, the principle of parsimony dictates that we should avoid
adding more traits to the minimum set that covers the full range
of what is meant by social development. A critic would need to
show that my four traits in fact fail to cover one or more impor-
tant aspects of social development, and that covering these as-
pects would produce results different enough from those of my
index to make the extra effort and complication worthwhile.

ii. We should use different traits. Again, there are certainly
other variables we could measure, but all the alternatives that I
have examined perform poorly on various criteria, generally suf-
fering from serious empirical problems, culture dependence, or
mutual overlap. As noted earlier, most traits in any case show
high levels of redundancy through most of history, and any plau-
sible combination of alternative traits will tend to produce much
the same final result.

iii. We should look at fewer traits. In view of the redundancy
among the four traits, we might drop some of them, increasing
parsimony. The obvious strategy might be to drop organization,
war-making capacity, and information technology and concen-
trate only on energy capture, on the grounds that organization,
war making, and information technology are merely ways of
using energy.?* Figure 2.5 shows what an energy-alone index
would look like. It is different from figure 2.6, showing the
scores produced by the full index, but not hugely so. In the
energy-alone graph, just as in the full social development graph,
the West still leads the East for 90 percent of the time since the
Late Ice Age; the East still overtakes the West between roughly
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Figure 2.5. Eastern and Western energy capture, 14,000 BCE-2000 CE, shown on a linear-
linear scale.

550 and 1750 CE; there is still a hard ceiling that blocks develop-
ment around 100 and 1100 CE (at just over 30,000 kcal per per-
son per day); post-industrial revolution scores still dwarf those
of earlier ages; and in 2000 CE the West still rules.

Focusing on energy alone certainly has the advantage of increas-
ing parsimony, but it also has one great drawback. The four traits I
use are not completely redundant, and since the industrial revolu-
tion began around 1800 CE the relationship between energy cap-
ture and the other traits has become nonlinear. Increases at the
margins of energy capture have produced vastly greater increases in
energy use in selected fields, because human energy use is highly
elastic relative to energy capture. Thanks to new technologies, city
size quadrupled across the twentieth century, war-making capacity
increased fiftyfold, and information technology surged eightyfold,
while energy capture per person merely doubled. Looking at en-
ergy alone fails Einstein’s test by being too simple, and distorts the
shape of history.
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Figure 2.6. Eastern and Western social development scores, 14,000 BCE-2000 CE, shown on
a linear-linear scale.

4. These four traits are a good way to measure social development,

but I have made factual errors and got the measurements wrong.
As noted in the discussion of approximation and falsification (as-
sumption 9), there are two main ways to address this objection. One
is to assume that I have made systematic empirical errors, consis-
tently overestimating the Western and underestimating the Eastern
scores (or vice versa), then to ask (a) how much we would need to
change the scores to make the past look so different that the argu-
ments advanced in Why the West Rules—For Now would cease to
hold good and (b) whether such changes are plausible. I will argue in
chapter 7 that there is good reason to think that think that this is not
the case.

The other way to interpret the objection would be to assume that
there are persistent but unsystematic empirical errors, over- or un-
derstating the Eastern and/or Western scores in random, unpredict-
able, and serious ways. The only way to address this danger is of
course to work through the references provided in chapters 3-6,
checking the scores in the index against the evidence.
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CONCLUSION: THE ADVANTAGES OF
THE SOCIAL DEVELOPMENT INDEX

The major claim I want to make for my social development index is
that it reflects the criticisms of social evolutionism as much as the
contributions made by the social evolutionists themselves. Ever
since Spencer’s original essay,? critics of social evolutionism have
argued that in trying to explain everything, evolutionists often end
up explaining nothing.

The critics are clearly correct that there is no such thing as a one-
size-fits-all social development index. Throughout the twentieth
century, the sheer variety of topics that index makers wanted to sub-
sume within their frameworks tended to make operationalization
impossible, and efforts to fix the problem often just made the situa-
tion worse. Carneiro’s solution, for instance, was to add more and
more traits to his index, which ballooned from 8 categories in 1962
to 618 in 1970, with no obvious end in sight.?

Instead of trying to explain everything, the index offered here
focuses on the single question of why the societies at the western
end of Eurasia came to dominate the world in the nineteenth cen-
tury, with their overseas colonies in North America displacing them
in the twentieth.

This focus has three advantages. It makes it possible to (a) define
the core concept of social development with this specific question in
mind, (b) choose traits that speak directly to the core concept while
remaining reasonably easy to operationalize, and (c) design the
index in such a way that it can measure change through time.

These advantages allow me to avoid many of the difficulties that
dogged the neo-evolutionist indices. The most significant of these
may have been the intractable concept of differentiation, inherited
from Spencer, but almost impossible to put into practice. Something
along the lines of Spencerian differentiation has to form part of any
usable definition of social development or social evolution, and it
does appear in my index as part of the broader trait of social organi-
zation, measured through the proxy of city size. However, the index
offered here has no need to fall into the traps that McGuire identi-
fied in neo-evolutionist treatments of differentiation.?’
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The index also avoids being wedded to any specific theory of so-
cial evolution (by contrast, say, to Carneiro’s scale analysis, which
was explicitly tied to unilineal stage theories). It can be used equally
well to measure whether all societies do indeed develop along the
lines that Carneiro proposed or whether self-organized criticality is
consistent with long-term, macroscale social change.

The methods described in this chapter also do something to re-
duce the unit-of-analysis problem that bedeviled so much twentieth-
century social evolutionism. The approach described here allows a
lot more flexibility in identifying a “core” area within the East and
another within the West, defined by higher levels of social develop-
ment than the peripheral areas around them.

This works well for the trait of social organization, measured
along the proxy variable of city size, although it does not altogether
resolve the unit-definition problem for energy capture, information
technology, and war-making capacity. On these traits it remains
possible to define a core tendentiously, deliberately combining high-
and low-scoring areas to produce artificially low overall scores.

In Why the West Rules—For Now,?® 1 call this the “Pomeranz
Problem,” after the observation of historian Kenneth Pomeranz
(mentioned earlier in this chapter) that historians who believe that
Europe was already more developed than China well before the in-
dustrial revolution often try to make their point by an inappropriate
comparison between a small, developed core in Europe—usually
consisting of England and the Low Countries—and the whole of
China. A more appropriate comparison, Pomeranz observes, would
be between England and the Yangzi Delta, or between the whole of
China and the whole of Europe.?’

The main way my index responds to the Pomeranz Problem is by
forcing analysts to be explicit. Table 2.1 spells out exactly which re-
gion is being counted as the core in each region at each point in time,
allowing critics to challenge the definition and propose alternative
cores, showing how they would alter the scores. I believe that this
approach, exposing assumptions to challenge and falsification, is a
much better basis for index building than attempts to legislate rules
that cover every eventuality.

Finally, quantification. The main lesson of the fifty-year-old de-
bate over numerical approaches to social evolution seems to me to
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be that the debate itself is a red herring. There are some scholars who
oppose quantitative approaches on principle and others who oppose
qualitative approaches on equally principled grounds, but both
groups of scholars are wrong. Some questions can be answered only
quantitatively and others qualitatively. If the why-the-West-rules
question is really a question about social development, then it is best
approached quantitatively, using a social development index that
will show us the shape of the history that needs to be explained.



CHAPTER 3

ENERGY CAPTURE

LESLIE WHITE ARGUED SEVENTY YEARS AGO THAT ENERGY
capture has to be the foundation of any attempt to understand social
development.! Complex arrangements of matter persist through
time only if they are able to capture free energy from their environ-
ment and put it to work, and humans and their societies are no
exceptions.?

Deprived of oxygen, the complex arrangements of matter that
constitute our bodies begin to break down after a few minutes. De-
prived of water, we break down after a few days; deprived of food,
we break down after a few weeks. To create superorganisms bring-
ing together multiple people, humans have to harvest even more en-
ergy, making energy capture the foundation of social development.

By “energy capture,” I mean the full range of energy captured by
humans, above all

food (whether consumed directly, given to animals that provide
labor, or given to animals that are subsequently eaten);

fuel (whether for cooking, heating, cooling, firing kilns and fur-
naces, or powering machines, and including wind and water-
power as well as wood, coal, oil, gas, and nuclear power);

raw materials (whether for construction, metalwork, pot mak-
ing, clothing, or any other purpose).

Energy capture defined in this way is related to, but broader than,
more commonly used measures of physical well-being such as real

53
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wages, gross domestic product per capita (GDP/cap), gross national
product per capita (GNP/cap), or national disposable income per
capita (NDI/cap). Real wages measure individual incomes (whether
earned in cash or kind) corrected for inflation; GDP measures ex-
penditure, value added in production, and income generated within
the territory of a country; GNP measures GDP plus or minus net
receipts from transfers of property or labor income from the rest of
the world; and NDI measures GNP plus or minus net current trans-
fers received in money or in kind from the rest of the world, includ-
ing taxes and tribute, whether paid in cash or in kind. GDP, GNP,
and NDI are converted into per capita figures by simply dividing
each by the number of people in the territory under study.

Economists normally focus on real wages, GDP, GNP, and NDI
per capita rather than energy capture, largely because these measures
are much better documented in the statistics available for modern
(i.e., post-1800 CE Western, post-1900 CE Eastern, and post-1950
CE for the rest of the world) economies than is the broader category
of energy capture. However, energy capture is a more flexible mea-
sure for comparing very large stretches of time, across which the
nature of subsistence practices changed dramatically.

THE COOK FRAMEWORK

An enormous literature has grown up on human energy use, with
contributions from medical researchers, engineers, natural scien-
tists, social scientists, and humanists. However, relatively few his-
torical syntheses have been attempted,’ and the task of forming an
overall picture is complicated by the way various researchers focus
on different dimensions of energy capture (e.g., food consumption,
net energy use, material standards of living, total consumption),
measure it in different ways (e.g., kcal/cap/day, life expectancy at
birth, real wages, stature), or describe changes qualitatively rather
than quantifying them. I therefore begin by defining some of my
terms more closely.
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Figure 3.1. Earl Cook’s diagram of energy consumption at different stages of social develop-
ment. Source: Cook, “Flow of Energy,” 137.

My general framework begins from a widely reprinted diagram
(figure 3.1) originally published in Scientific American magazine in
1971.# In it, the geoscientist Earl Cook of Texas A&M University
offered rough estimates of typical per person energy capture among
hunter-gatherers, early agriculturalists (by which he meant the farm-
ers of Southwest Asia around 5000 BCE), advanced agriculturalists
(those of Northwest Furope around 1400 CE), industrial folk
(Western Europeans around 1860), and the “technological” societies
of North America and Western Europe in his own day. Cook di-
vided each score into the four categories of food (including animal
feed), home and commerce, industry and agriculture, and transpor-
tation. This diagram has become a regular point of departure for his-
torians of energy capture.

Cook’s food/nonfood energy distinction is fundamental. Human
consumption of food energy is tightly constrained: if it falls much
below an average of 2,000 kilocalories per person per day (kcal/cap/
day) for any length of time, people will become too weak to work.
They will lose body functions and die prematurely. If inputs of food
energy stay above 4,000 kcal/cap/day for any length of time, how-
ever, people will become obese, suffer serious health complications,
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and again die prematurely. (Nutritionists conventionally use “calo-
ries” to describe what physicists would call nutritional kilocalories,
and the caloric content listed in “nutrition facts” on food packaging
actually refers to kilocalories.)

Consumption of food energy has changed over time in part be-
cause people have shifted back and forth between “cheap” calories
such as grains and “expensive” calories such as meat (as a rough
measure, it takes about ten calories of plants to grow one calorie of
meat). Meat-rich twenty-first-century diets typically represent
about 10,000 kcal/cap/day. Consumption of energy in nonfood
forms, however, has changed much more dramatically. Most hunter-
gatherers consume rather few nonfood calories: they need biomass
for cooking fuel, clothes, weapons, baskets, and personal ornaments,
but typically have only very simple shelters and few substantial ma-
terial goods. Peasant societies normally have much more substantial
homes and a wide range of artifacts, and modern industrial societies
of course produce nonfood goods in extraordinary quantities. Total
(i.e., food + nonfood) energy capture in the simplest tropical hunter-
gatherer societies can be as low as 4,000-5,000 kcal/cap/day; in the
contemporary United States it has reached 230,000 kcal/cap/day,
and the global average is now around 50,000 kcal/cap/day.

Through most of history per capita nonfood energy capture has
tended to rise, but people have had few ways to convert nonfood
calories into food. As a result, the difficulty of increasing food calo-
ries has been the major brake on both population size and rising
living standards. Thomas Malthus already recognized this in his
Essay on the Principle of Population: “It should be remembered al-
ways,” he wrote, “that there is an essential difference between food
and those wrought commodities, the raw materials of which are in
great plenty. A demand for these last will not fail to create them in as
great a quantity as they are wanted. The demand for food has by no
means the same creative power.”

Even in prehistoric times, nonfood energy could slightly loosen
the constraints on food supply, for instance by providing manure,®
improving transport so that food could be moved from places
where it was plentiful to those where it was scarce, and providing
fuel to process food. Only since the nineteenth century CE, how-
ever—ironically, beginning during Malthus’s lifetime—have trans-
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port, processing, fertilizers, and scientific interventions revolution-
ized the food supply, relentlessly increasing stature, life expectancy,
and health.’

Despite its prominence in Malthus’s and Cook’s work, social
scientists interested in long-term economic history regularly ignore
the food/nonfood calories distinction and, focusing solely on food,
conclude that between the invention of agriculture more than ten
thousand years ago and the industrial revolution two hundred years
ago not very much happened.® In one of the most widely cited re-
cent discussions, the economic historian Gregory Clark explicitly
suggested that “the average person in the world of 1800 [CE] was
no better off than the average person of 100,000 BC.” But this is
mistaken. As Malthus recognized, if good weather or advances in
technology or organization raised food output, population did
tend to expand to consume the surplus, forcing people to consume
fewer and cheaper food calories; but despite the downward pres-
sure on per capita food supply, increases in nonfood energy cap-
ture have, in the long run, steadily accumulated throughout Holo-
cene times.

Cook suggested that while typical hunter-gatherers captured
just 2,000 kcal/cap/day of nonfood energy, early farmers raised
this to 8,000 kcal/cap/day, and advanced preindustrial farmers to
20,000 kcal/cap/day. My own reconstruction suggests that in the
long run (passing for the moment over several periods of collapse),
nonfood energy capture rose slowly but steadily across the thir-
teen millennia after the end of the ice age around 12,700 BCE, until
in Roman Italy —the core of the most advanced ancient agrarian
empire—it may have reached 25,000 kcal/cap/day. This seems to
have been the ceiling on what was possible in a preindustrial soci-
ety, corresponding to the boundary between what the economic
historian E. A. Wrigley has called advanced organic economies and
fossil-fuel economies.'

For nearly two thousand years, agrarian empires pressed against
this ceiling without breaking it. In the seventeenth and eighteenth
centuries, when globalization reached the point that plants and ani-
mals could be moved between continents, calories invested in trans-
port began being turned indirectly into food calories. It was only in
the nineteenth century, however, after entrepreneurs had learned to
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convert the energy released by burning coal from heat into motion,
that nonfood energy capture increased so much that it could in turn
be converted into food calories. This freed humans from the Mal-
thusian trap—for the time being, at least.

Cook’s estimates are of course only a starting point, since he of-
fered just six data points (proto-humans, hunters, early agricultural-
ists, advanced agriculturalists, industrial society, technological soci-
ety), and made no attempt to distinguish between different parts of
the world. He also provided no sources for his estimates. In recon-
structing Western and Eastern energy capture, I have therefore pro-
ceeded by using Cook’s figures as points of departure, establishing
an order of magnitude for “normal” consumption in a given energy
regime and then using more detailed evidence to estimate how far
from these normal figures the actual Eastern and Western cores di-
verged at each point in time.

UNITS OF MEASUREMENT AND ABBREVIATIONS

I use the following conventional units of measurement and
abbreviations:

1 calorie = amount of heat energy needed to raise the temperate
of 1 cm? of water by 1°C

1 calorie = 4.2 joules

1 joule = 0.238 calories

1 British thermal unit = 1,055 joules

1 ton wheat equivalent = 3,300,000 kilocalories

1 ton oil equivalent = 10,038,000 kilocalories

1 liter of wheat = 0.78 kilograms = 2,574 kilocalories

1 megajoule = 239,999 kilocalories

1 watt = 1 joule per second

1 horsepower = 750 watts

Basic adult physiological food requirement = approx. 2,000—-
2,700 kilocalories per capita per day (= 8-11 megajoules = ap-
prox. 90 watts)'!



ENERGY CAPTURE x 59

BTU  British thermal unit kcal  kilocalorie (1,000

bya  billion years ago calories)

C centigrade kya  thousand years ago

cal calorie M] megajoule (1 billion

cap  capita joules)

cm centimeter mya  million years ago

GJ gigajoule (1 billion toe  tons oil equivalent
joules) twe  tons wheat equivalent

hp horsepower \ watt

J joule yr yea_r

THE NATURE OF THE EVIDENCE

Reliable statistics on energy capture go back only part way into the
twentieth century in the Eastern core and to the early nineteenth
century in the West, and even these data generally omit the large
quantities of biomass used for fuel and construction in peasant so-
cieties.'? Patchier statistics go back to the nineteenth century in
parts of China and Japan and to at least the seventeenth century in
Western Europe. Before then there are textual records and occa-
sional quantitative documents from both regions, stretching back
to 1200 BCE in China and 3000 BCE in Mesopotamia and Egypt,
but these cannot yield anything like the detail available for modern
periods.

The further we go back in time, the more we must rely on ar-
chaeological and comparative evidence. The former sometimes give
us quite a clear picture of the crops grown and technologies used,
and a vaguer but still important sense of levels of trade and standards
of living. In combination with comparative evidence for the energy
yields of similar crops, technologies, trade, and lifestyles in well-
documented modern contexts, we can get at least some idea of en-
ergy capture, and we can occasionally cross-check the results against
entirely independent classes of evidence, such as records of pollu-
tion from ice cores and peat bogs.
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Combining such diverse data is of course a challenge and calls for
constant guesswork. On the one hand, this makes that it unlikely
that experts will ever agree precisely on scores before 1900 CE in the
East and 1700 CE in the West; but on the other hand, the evidence
does establish parameters for energy capture in the past that no ex-
pert would question. No one, for instance, would suggest that en-
ergy capture in the cores of the West (roughly Iraq-Egypt) or East
(the Yellow River) in 1000 CE was as high as it would be in the
United States or Japan a thousand years later or, for that matter, as
high as it would be in the cores in 1900, 1800, or even 1700 CE.
Similarly, few experts would argue that Western energy capture in
1000 CE was as high as it had been under the Roman Empire a thou-
sand years earlier, but almost all would agree that it was higher than
during the Mediterranean “dark age” around 1000 BCE. In the East,
most Chinese economic historians would probably agree that East-
ern capture was higher under the Song dynasty in 1000 CE than it
had been under the Han in 1 CE, and much higher than under the
Western Zhou a millennium before that. Any conclusions that vio-
late these expectations will call for close scrutiny.

Within certain limits we can certainly establish rough, ballpark
figures for energy consumption; the important question is whether
we can constrain the margins of error sufficiently to produce esti-
mates that allow us to tell whether the best explanation for why the
West rules is a long-term lock-in theory, a short-term accident the-
ory, or some other kind of theory altogether.

ESTIMATES OF WESTERN ENERGY CAPTURE

Table 3.1, figure 3.2, and figure 3.3 show my estimates for Western
energy capture since 14,000 BCE.

The best way to calculate energy capture in different periods is to
proceed from the best to the least well known, so rather than start-
ing in 14,000 BCE and moving continuously forward until 2000 CE
I will begin my discussion in the present and work back to 1700 CE,
then make two jumps backward, before filling in the gaps between
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Table 3.1
Western energy capture, 14,000 BCE-2000 CE
kcal/cap/ kcal/cap/

Date day Points Date day Points
14,000 BCE 4,000 4.36 500 BCE 23,000 25.06
13,000 BCE 4,000 4.36 400 BCE 24,000 26.15
12,000 BCE 4,500 4.90 300 BCE 26,000 28.33
11,000 BCE 5,000 5.45 200 BCE 27,000 29.42
10,000 BCE 5,000 5.45 100 BCE 29,000 31.06
9000 BCE 5,500 5.99 1 BCE/CE 31,000 33.78
8000 BCE 6,000 6.54 100 CE 31,000 33.78
7000 BCE 6,500 7.08 200 CE 30,000 32.69
6000 BCE 7,000 7.63 300 CE 29,000 31.60
5000 BCE 8,000 8.72 400 CE 28,500 31.06
4000 BCE 10,000 10.90 500 CE 28,000 30.51
3500 BCE 11,000 11.99 600 CE 26,000 28.33
3000 BCE 12,000 13.08 700 CE 25,000 27.24
2500 BCE 14,000 15.26 800 CE 25,000 27.24
2250 BCE 16,000 17.44 900 CE 25,000 27.24
2000 BCE 17,000 18.52 1000 CE 26,000 28.33
1750 BCE 19,000 20.65 1100 CE 26,000 28.33
1500 BCE 20,500 22.34 1200 CE 26,500 28.88
1400 BCE 21,000 22.88 1300 CE 27,000 29.42
1300 BCE 21,500 23.43 1400 CE 26,000 28.33
1200 BCE 21,000 22.88 1500 CE 27,000 29.42
1100 BCE 20,500 22.34 1600 CE 29,000 31.06
1000 BCE 20,000 21.79 1700 CE 32,000 34.87
900 BCE 20,500 22.34 1800 CE 38,000 41.41
800 BCE 21,000 22.88 1900 CE 92,000 100.00
700 BCE 21,500 23.43 2000 CE 230,000 250.00

600 BCE 22,000 23.97

the three periods. The first jump is back to the classical Mediterra-
nean world of roughly 500 BCE-200 CE, for which several eco-
nomic historians have recently generated figures for consumption
levels, and the second is back to the beginning of our story around
14,000 BCE, at which point (surprising as it may sound to nonar-
chaeologists) we can make fairly confident estimates about Late Ice
Age hunter-gatherer consumption.
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Figure 3.2. Western energy capture, 14,000 BCE-2000 CE, seen on a linear-linear scale.
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Figure 3.3. Western energy capture, 14,000 BCE-2000 CE, seen on a log-linear scale.
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THE REceNT PasT, 1700-2000 CE

High-quality statistics are available for 2000 CE, putting total food
+ nonfood per capita energy capture in the Western core (the United
States) at about 230,000 kcal/cap/day." Following the methods de-
scribed in chapter 2, 230,000 kcal/cap/day —which is the highest
level of energy capture known in history —gets the full complement
of 250 points, meaning that each 920 kcal/cap/day scores 1 point on
the index.

Our data are reasonably good for at least some aspects of the
most advanced Western economies (around the northern shores of
the Atlantic) in 1900 and even 1800. There are relatively rich data on
industrial output in some parts of Europe going back to 1700,'* but
the major challenge is how to combine this information with the use
of biomass for fuel, housing, clothing, and so on. The peasants who
relied most heavily on biomass tended not to leave extensive textual
records, which forces us to turn to estimates based on comparative
evidence, cross-checked against qualitative evidence from literature
and art. The qualitative evidence is often very rich, but the need to
bring these different sources together inevitably increases margins
of error.

Combining figures for fossil and biomass fuels and population
data from Maddison suggests that typical energy capture in the West-
ern core was somewhere around 92,000 kcal/cap/day in 1900 and
38,000 kcal/cap/day in 1800."* By my rough estimate, the 92,000
kcal/cap/day in 1900 can be broken down into about 41,000 from
fossil fuels, 8,000 as food/animal feed, and 43,000 from nonfood
biomass, and the 38,000 kcal/cap/day in 1800 can be broken down
into about 7,000 from fossil fuel, 6,000 as food/animal feed, and
25,000 from nonfood biomass. The figures of 92,000 kcal/cap/day in
1900 and 38,000 kcal/cap/day in 1800 neatly bracket Cook’s esti-
mate of 77,000 kcal/cap/day for advanced Western economies in
1860 and, insofar as such data can be made commensurate, seem
consistent with the evidence of probate records and industrial ar-
chaeology for the increase in household goods.”” The figures for
1800 and 1900 involve wider margins of error than the figure for
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2000 but are consistent with the impressionistic historical literature
on energy use and with Robert Allen’s reconstructions of trends in
real wages.!

My estimate of a 242 percent increase in per capita energy capture
in the Western core between 1800 and 1900 is smaller than the well-
established statistics for the growth of industrial output in the de-
veloped Euro-American core."” That is because estimates of indus-
trial output normally leave biomass and muscle power out of the
calculus completely, producing a misleading picture of overall en-
ergy capture. A significant slice of the nineteenth century’s indus-
trial output went toward replacing biomass and muscle, rather than
simply adding to them, in the process allowing much higher popula-
tion densities in the industrial core without producing environmen-
tal catastrophe.

When we look back before 1800 CE the uncertainties of course
multiply, but strong constraints continue to apply to our estimates.
Western energy capture clearly grew more slowly in the eighteenth
century than in the nineteenth, but faster than in the seventeenth or
sixteenth; and if Cook was correct that the advanced agricultural-
ists of the late Middle Ages were already capturing 26,000 kcal/cap/
day, early modern Northwest Europeans around 1700 CE must
have been consuming somewhere between 30,000 and 35,000 kcal/
cap/day.

I base this guess of a roughly 5:4 ratio between energy capture in
the Western core in 1700 and 1400 CE on the plentiful textual and
archaeological evidence across the entire social spectrum for the im-
provement in the quality of housing, the increasing quality and vari-
ety of household goods, rising real wages in Northwest Europe, ris-
ing consumption of expensive calories, and the longer hours being
worked.?®

Angus Maddison estimated that Western European GDP/cap in-
creased from $798 (expressed in Geary-Khamis dollars, a hypotheti-
cal unit with the same purchasing power as US$1 in 1990) to $1,032
between 1500 and 1700.2' Several economists have argued that Mad-
dison’s numbers are underestimates,?? but the general trend seems
unmistakable—so long as we bear in mind that nearly all the gains
seem to have been in nonfood calories. Adult stature, a robust indi-
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cator of levels of childhood nutrition,® was much the same in 1700
as1n 1400 CE.**

My figure of 32,000 kcal/cap/day for 1700 CE is necessarily a
guess, but I suspect that it is no more than 10 percent wide of the
mark, for the following reasons:

1. If Northwest European consumption was already above
35,000 kcal/cap/day in 1700 CE but rose to only 38,000 in 1800,
it is hard to explain where all the extra energy being consumed in
industry and transport was coming from (as the economist Rob-
ert Allen has shown, real wages probably declined between 1750
and 1800 and then grew only slowly until 1830, thanks to mas-
sive profit taking and reinvestment by the new economic elites).?

2. If, on the other hand, Northwest European consumption
remained below 30,000 kcal/cap/day in 1700 despite already hav-
ing reached 26,000 by 1400, it would be hard to explain how
trade, industry, agriculture, and forestry could have expanded as
vigorously as we know they did across the fifteenth, sixteenth,
and seventeenth centuries while energy capture grew so slowly.

3. If, to make room for Western consumption to have been
below 30,000 kcal/cap/day in 1700 despite having risen sharply
since 1400, we push the figure for 1400 down from 26,000 to-
ward 20,000 kcal/cap/day, we would have to argue either (a) that
the (by premodern standards) quite productive European societ-
ies of around 1400 CE were no more successful at energy capture
than those of the southeast Mediterranean Bronze Age some
three thousand years earlier, which seems unlikely, or (b) that
energy capture around 1600 BCE was lower still, perhaps some-
where around 15,000 kcal/cap/day; which, in turn, would require
us to depress earlier figures still further. Since we can fix a floor
of at least 4,000 kcal/cap/day under post—Ice Age energy capture,
pushing second-millennium BCE energy levels down to 15,000
kcal/cap/day makes it hard to explain the enormous differences
in living standards between the substantial homes at sites like Ur
around 1500 BCE and the very simple ones at sites like ‘Ain Mal-
laha in Israel around 12,000 BCE.2%

Figure 3.4 shows my estimates for modern times.
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Figure 3.4. Western energy capture, 1700-2000 CE.

CrassicarL AnTIQurTy (500 BCE-200 CE)

In the past few years several historians and economists have tried to
quantify real wages and GDP/cap in the classical Mediterranean.
These are not the same things as total energy capture as defined here,
but the calculations are a very helpful step forward.

REeAL WAGES

We have spotty but useful information on both wages and the prices
of food in the ancient Mediterranean, and for a handful of times and
places we can calculate how much wheat certain categories of people
could afford to buy each day. In an important recent article, Walter
Scheidel follows the example of the early modern historian Jan van
Zanden in converting ancient wage data into a “wheat wage,” repre-
senting the number of liters of wheat a worker could buy with one
day’s income.” Armed with that information and the fact that a liter
of wheat (0.78 kg) contains 2,574 kcal of energy, we can calculate the
energy capture represented by wage levels.
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Scheidel shows that shortly before 400 BCE the real wages of an
adult Athenian man bought more than 22,400 kcal/day, and by the
320s BCE the real wage had risen to the equivalent of somewhere
between 33,500 and 40,000 kcal/day. These are extremely high fig-
ures, coming close to those for the eighteenth- or even early-
nineteenth-century Western core.

Scheidel’s figures for Roman Italy in the first few centuries CE
vary much more, with wages in the city of Rome ranging from the
equivalent of 15,500 kcal/day to more than 43,000 kcal/day, and
those from Pompeii ranging from 12,000 kcal/day through 30,000
kcal/day. The average of these data points is about 25,000 kcal/day,
but—as Scheidel points out—it is hard to put much confidence in
this number, given the amount of variance.

These numbers represent a great step forward, but there are nev-
ertheless two drawbacks to the real-wage approach to energy cap-
ture. First, as Scheidel himself stresses, the data points are so scat-
tered that we rarely know how typical they are. There is only one
case in ancient Western Eurasia, in Babylon between 385 and 61
BCE, where we have a really detailed series of price points for a range
of commodities, and here prices fluctuated wildly.?® Since we nor-
mally have to deal with single price points separated by centuries of
silence, we could well be misunderstanding our sparse information.

Second, it is far from obvious exactly how the wage levels relate
to total food + nonfood energy capture. We have wage information
for only a few professions, and many people probably worked
partly or largely outside the monetized economy, spending their
lives in family farms or firms. In classical Athens, the wage data are
dominated by state employment such as military pay and pay for
holding public offices.?” In these sectors the state acted as a monop-
sonist, making it is hard to say how pay levels related to the private
sector.

The Roman data are not so badly skewed toward state pay,*® but
they too have their problems. We do not know how the undocu-
mented professions compared to documented ones, what sources of
income families normally had to supplement the wages that are
mentioned in our texts, or how much of the typical family’s energy
capture came from biomass that lay completely outside the mone-
tized economy.



68 x CHAPTER 3

GDP/car

A second approach is to calculate an ancient society’s GDP and di-
vide this by the size of its population, and several historians and
economists have provided estimates for the Roman Empire in the
first two centuries CE (table 3.2). This approach avoids some of the
problems of real wages but adds new challenges of its own, most
obviously that the calculations depend on a string of assumptions.*!
Scheidel and Friesen go so far as to concede that “[s]tudents of the
Roman world who are unfamiliar with our approach might be
tempted to dismiss this project as a tangled web of conjecture.”*?
The most important assumptions are estimates of minimum food
needs, a “step up” to represent nonfood consumption, another to
represent government spending, and guesses at the typical number

Table 3.2
Estimates of Roman GDP/capita
kg wheat
equivalent/ kcal/cap/ kcal/cap/
cap/yr yr day
Hopkins 491 1,620,000 4,438
Goldsmith, Maddison 843 2,780,000 7,616
Italy only:
12,712
Temin 614 2,030,000 5,561
Goldsmith and Maddison 620 2,050,000 5,616
as adjusted by Scheidel Italy only:
and Friesen 9,370
Egypt “bare bones,” 390 1,290,000 3,534
Scheidel and Friesen
Egypt “respectable,” 940 3,100,000 8,493
Scheidel and Friesen
Scheidel and Friesen 714 2,360,000 10,710
Diocletian’s Price Edict 204 670,000 1,836

of 301 CE, after Allen

Sources: Hopkins, “Taxes and Trade in the Roman Empire”; Goldsmith, “Estimate of the Size
and Structure”; Maddison, Contours of the World Economy; Temin, “Estimating GDP”;
Scheidel and Friesen, “Size of the Economy”; Allen, “How Prosperous Were the Romans?”
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of workdays per year. Opinions differ on each of these numbers,
with the result that estimates of GDP/cap in the first to second cen-
tury CE range from the equivalent of 7,364 kcal/cap/workday sug-
gested by the ancient historian Keith Hopkins, to the 12,636 kcal/
cap/workday suggested by the economists Raymond Goldsmith
and Angus Maddison.?> Scheidel and Friesen themselves stress the
need to operate with a range of estimates, but do offer 10,710 kcal/
cap/workday as a summary figure (total output of 50 million twe/70
million people/220 workdays). Combining the estimation approach
with data from Roman Egypt, they suggest the actual figure must lie
between 5,864 and 14,091 kcal/cap/workday, and that several differ-
ent approaches all converge on this same range.

These energy capture scores are considerably lower than those
derived from real wages. There appear to be two reasons for this.
First, the GDP/cap estimates apply to the whole Roman Empire,
rather than the core region in Italy. This raises once again the
“Pomeranz Problem” (see chapter 2 above) of unit selection. We
need to focus on the most developed core within the West, in this
case Italy. Maddison recognized this, suggesting that tax and tribute
flows into Italy raised its NDI/cap two-thirds higher than that of
the rest of the empire, which would push Maddison’s estimate of
Italian energy consumption to 12,712 kcal/cap/workday (or, fol-
lowing the adjustments that Scheidel and Friesen suggest to his
scores, 9,370 kcal/cap/workday).>

This Italian score, however, is still lower than even the bottom
end of the range of energy capture implied by Scheidel’s real wages
from Rome and Pompeii, and close to Cook’s calculation for early
agriculturalists (by which he meant Southwest Asian farmers around
5000 BCE). The explanation for this is that the “step up” used in all
the proposed GDP figures underestimates very seriously the quan-
tities of biomass used for fuel and construction, wind and water-
power, and raw materials in the Roman economy. Hopkins allowed
just a 33 percent step up to cover seed and wastage, and even the
highest estimate, by Goldsmith (shared by Maddison and Scheidel
and Friesen), is only 75 percent. Comparative data on energy cap-
ture suggest that the true level must have been much higher.*

In his masterly studies of biomass energy, Vaclav Smil divides
biomass fuels into two categories by energy density (table 3.3).¢ His
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Table 3.3
Energy densities
Foodstuffs Energy densities
and fuels (M]/kg)
Foodstuffs
Very low Vegetables, fruits 0.8-2.5
Low Tubers, milk 2.5-5.0
Medium Meats 5.0-12.0
High Cereal and legume grains 12.0-15.0
Very high Oils, animal fats 25.0-35.0
Fuels
Very low Peats, green wood, grasses 5.0-10.0
Low Crop residues, air-dried wood 12.0-15.0
Medium Bituminous coals 18.0-25.0
High Charcoal, anthracites 28.0-32.0
Very high Crude oils 40.0-44.0

Source: Derived from Smil, General Energetics.

“very low density” class (peats, green wood, grasses), yielding 5-10
M]/kg (= 1,200-2,400 kcal/kg), and “low density” class (crop resi-
dues, air-dried wood), yielding 12-15 M]/kg (= 2,880-3,600 kcal/
kg), seem most relevant to ancient Rome. Coal use was not com-
pletely trivial in the Roman Empire, particularly in the northern
provinces, but fossil fuels did remain marginal fuel sources.”

We of course have no statistics on biomass fuel use in the Roman
Empire, but we do have some suggestive comparative evidence.
Twentieth-century CE tropical hunter-gatherer groups often got by
with less than 500 kg/cap/yr of biomass fuel, most of which presum-
ably consisted of very-low-density types, representing perhaps
something like 1,300-2,600 kcal/cap/day. Farming societies in colder
climates often used as much biomass fuel as 2.5 tons/cap/yr, pre-
sumably mixing the low and very low categories; a 50/50 low/very
low mix would generate 12,329-22,191 kcal/cap/day. The advanced
organic economies of eighteenth-century Northwest Europe and
North America used 3—6 tons/cap/yr. If we again assume a 50/50
split between low- and very-low-density fuels, that would be some-
thing like 21,699-43,397 kcal/cap/day.*
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These data for biomass fuel use in other societies are consis-
tent with Cook’s nonfood estimate of 20,000 kcal/cap/day for ad-
vanced agriculturalists in late medieval Western Europe. The most
important question is where the economies of the ancient Mediter-
ranean fit within this range, and to answer that we must turn to
archaeology.

ARCHAEOLOGICAL EVIDENCE

The archaeological approach involves starting from the actual mate-
rial remains left by ancient attempts to capture energy, in the form of
human and animal bones, carbonized seeds, pollen, houses, artifacts,
and chemical traces of pollution. This ground-up approach is much
messier than the more stylized real-wage and GDP/cap approaches,
but it is also more empirical. Most important, it produces finer-
grained pictures than the very abstract GDP/capita approach and
suggests that both the real wage and the GDP/capita methods seri-
ously underestimate energy capture in premodern societies.

The archaeological evidence confirms the impression of the real
wage numbers that fourth-century BCE Greeks enjoyed high en-
ergy capture by premodern standards.® Their diet was relatively
good, with a generally rather low meat content, although this varied
significantly from site to site.* Olives, wine, fruit, garlic, and fish
made quite large contributions, although fish consumption varied as
much from one site to another as did meat consumption.*’ Food
consumption was not enough to push average adult male stature
much above 168 cm,* but given the quantities of “expensive” calo-
ries, typical Greek intake of food energy must have been relatively
high by premodern Mediterranean standards, perhaps reaching
4,000-5,000 kcal/cap/day.

The good classical Greek diet (and population growth) might be
partly explained by a decline in solar activity, driving the shift from
a Sub-Boreal to the Sub-Atlantic climate regime after 800 BCE, and
bringing cooler, wetter weather to the Mediterranean, to the benefit
of dry-grain farmers reliant on winter rainfall. The most recent syn-
thesis of eighty studies from the east Mediterranean, however, re-
veals extraordinary levels of regional variation and only a mild pat-
tern of change between about 800 and 200 BCE.*#
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Whatever the role of climate, behavioral changes in Greece do
also seem to have played a part. Since the 1980s, survey archaeolo-
gists have realized that older models of Greek agriculture, seeing it
as inefficient and risk averse, simply could not be correct, because an
agricultural system of this kind could not have generated enough
food to support the population densities known from the classical
Greek world.*

The evidence of settlement patterns and excavated farmsteads
may indicate a shift between 500 and 200 BCE toward intensively
worked blocks of contiguous land, making heavy use of manure and
often producing for the market, obtaining yields from dry-grain
farming that would not be matched again until at least the nineteenth
century.® Pollen data support this, with peaks for cereal and olive
production in the period circa 500-200 BCE not only in Greece but
also all across the east Mediterranean and as far into Asia as western
Iran.*

Classical Greek houses were large and comfortable, typically
having 240-320 m? of roofed space. The evidence for house prices is
disputed,” but an average house probably cost 1,500-3,000 drach-
mas at a time when a 5,000 kcal daily diet cost about half a drachma—
meaning that an average house represented 15-30 million kcal. Am-
ortized out over a thirty-year lifespan, that represented close to
1,375-2,750 kcal/day. (There is no way to know what Greek expec-
tations about the lifetime of a house were, but thirty years seems
roughly consistent with the rate of rebuilding observed on archaeo-
logical sites.)

It is harder to quantify the per capita energy consumption repre-
sented by the kilns, furnaces, workshops, and so on that produced
all the artifacts we find in Greek houses, or by the temples, fortifica-
tions, arms and armor, warships, public buildings, private monu-
ments, roads, harbors, artworks, and countless other categories of
objects archaeologists have recovered, or by the transport costs of
bringing much of the food Greeks ate from farms as far away as
Ukraine and Egypt. However, comparing the quality of housing and
sheer abundance of artifacts on classical Greek settlements (e.g.,
Olynthus, destroyed in 348 BCE and published in great detail) with
those in medieval or early modern Northern European settlements
in Northern Europe (e.g., Wharram Percy in England) and, 4 fort:-
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ori, those in medieval and early modern Greece gives a good sense of
the high material standard of life enjoyed by classical Greeks.*

It is also striking that classical Greece supported not just rela-
tively high levels of nonfood consumption but also high population
densities around the Aegean Sea in the fourth century BCE. In sev-
eral parts of Greece, the densities of the fourth century BCE would
not be equaled until the twentieth century CE, and the simple fact
that so many Greeks lived in towns or small cities, rather than ham-
lets or farms, must mean that their energy capture reached unusual
heights.* In an important paper, Geof Kron has used the housing
evidence to suggest that in many respects, the typical Greek actually
lived better than the typical eighteenth-century Briton.*

The Greek archaeological data point clearly toward high (by pre-
modern standards) energy capture; I suggest a figure somewhere be-
tween 20,000 and 25,000 kcal/cap/day in the fourth century BCE
(most likely closer to the upper than to the lower figure), having
risen sharply from a “dark age” level closer to 16,000 kcal/cap/day
between 1000 and 800 BCE.*!

The copious Roman evidence suggests that energy capture in
first- to second-century CE Italy was even higher than that in
fourth-century BCE Greece. The level of agricultural yields remains
disputed, although output in irrigated Egyptian agriculture seems to
have been extremely high by premodern standards.”> Quantitative
studies of consumption—including everything from animal bones
in settlements to numbers of shipwrecks, levels of lead and tin pollu-
tion generated by industrial activity, the scale of deforestation, fre-
quencies of public inscriptions on stone, numbers of coins in circu-
lation, and quantities of archaeological finds along the German
frontier—also point the same way: per capita energy capture in the
Mediterranean world increased strongly during the first millennium
BCE, peaked somewhere between 100 BCE and 200 CE, then fell
again in the mid-first millennium CE.* Figure 3.5 illustrates the
tight fit between the rise and fall of shipwrecks (normally taken as a
proxy for the scale of maritime trade) and levels of lead pollution in
the well-dated deposits at Penidho Velho in Spain.

Each category of material has its own difficulties,* but no single
argument can explain away the striking increase in evidence for non-
food consumption across the first millennium BCE and the peak in
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Figure 3.5. Economic growth and collapse in the first millennia BCE and CE, as docu-
mented by shipwrecks and lead pollution. Sources: Parker, Ancient Shipwrecks; Kylander et
al., “Refining the Preindustrial.”

the first two centuries CE. The shipwreck data and the vast garbage
dumps of transport pottery surrounding the city of Rome (a single
one of which, at Monte Testaccio, contains the remains of 25 million
pots, used to ship 200 million gallons of olive oil)* also attest to the
use of nonfood energy to increase food supply and the extraordi-
nary level of consumption of “expensive” food calories. Some schol-
ars also identify an increase in stature in the first to second century
CE, although others are more pessimistic, suggesting that adult male
Romans in early imperial Italy were typically under 165 cm tall,
which would make them shorter than Iron Age or medieval Ital-
ians.’* More evidence—and more consistent application of statistical
techniques—should resolve the question, and we must look forward
to the appearance of Geertje Klein-Goldewijk’s database of Roman
skeletons.

As in Greece, the housing evidence may be the most informative,
and Robert Stephan and Geof Kron are now collecting and analyz-
ing this material.’” Data from Egypt and Italy already suggest that
by the first centuries CE typical Roman houses were even bigger
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than classical Greek houses had been, and that sophisticated (by
premodern standards) plumbing, drainage, roofs, and foundations
spread far down the social ladder.>s

The explosion of material goods on Roman sites is even more
striking. Mass production of wheel-made, well-fired pottery, am-
phoras for wine and olive oil, and base-metal ornaments and tools
reached unprecedented levels in the first few centuries CE.** Simi-
larly, distribution maps show that by 200 CE trade networks were
more extensive and denser than they would be again until at least the
seventeenth century.® The scale of trade with India, far outside the
empire’s formal boundaries, is particularly impressive.®!

The archaeological data suggest that the real-wage and particu-
larly the GDP/cap approaches to the Roman economy underesti-
mate energy use in the Roman core. All of the GDP/cap calculations
to date have begun with human physiological requirements for food
calories and added an arbitrary “step up” for nonfood consumption,
taking neither the comparative evidence for biomass energy nor the
archaeological evidence for the extraordinary surge in nonfood con-
sumption into consideration. As noted in the “GDP/cap” section
above, the largest step up that has been proposed has been 75 per-
cent, but the comparative evidence suggests that even this is too low
for a complex agrarian economy.

Cook concluded that even in a “normal” advanced agricultural
economy the step up should be well over 300 percent,* and the ar-
chaeological evidence makes it clear that Roman Italy between about
200 BCE and 200 CE was anything but a “normal” advanced agri-
cultural economy. There is no way at present to be very precise about
the step up, but the archaeological evidence suggests to me that it
was considerably larger than in classical Greece. I suspect that it was
more like 400 percent, suggesting total energy capture of about
31,000 kcal/cap/day in the Roman core by the first century CE.

This estimate puts energy capture in the Roman core around 100
CE just slightly behind that in the Northwest European core in 1700
CE. This is a more optimistic assessment of the Roman economy
than the GDP/cap estimates imply, but would resolve some incon-
sistencies between the different ways of looking at the Roman econ-
omy. Maddison’s figures suggest that the Roman Empire in the first
few centuries CE compares best with Northwest Europe around



76 x CHAPTER 3

1500 CE, although he then goes on to point out that Roman urban-
ization levels are in fact much closer to West European levels around
1700 CE than those around 1500. Similarly, while Scheidel and Fri-
esen conclude that the empire-wide Roman economy in the second
century CE lacked the sophistication of the Dutch economy around
1580-1600 CE or the English around 1680-1700, they do note that
performance may have been better in the Italian core. The econo-
mist Paolo Malanima reaches similar conclusions.®

I know of only two other attempts to calculate total Roman en-
ergy capture in the terms I am using here. The first is Vaclav Smil’s
analysis in his book Why America Is Not a New Rome.** This book
aimed to highlight the differences between the contemporary United
States and ancient Rome, one of which, Smil quite rightly empha-
sizes, 1s an enormous gap in energy capture. However, in trying to
demonstrate this very valid point, Smil offers what seem to me im-
plausibly low estimates of Roman energy use. He suggests that con-
temporary American energy use is thirty to fifty times higher than
Roman, which would set Roman total energy capture somewhere
between 4,600 and 7,700 kcal/cap/day; if we assume that roughly
2,000 kcal/cap/day of this was food (which means ignoring the ar-
chaeological evidence for relatively high levels of expensive calories
from meat, oil, and wine), that leaves just 2,600-5,700 kcal/cap/day
to cover all other energy consumption. To justify this estimate, Smil
suggests that Roman fuel use was just 180-200 kg of wood equiva-
lent per capita per year, or roughly 1,750-2,000 kcal/cap/day.

It is impossible to reconcile these numbers with the archaeologi-
cal evidence for Roman consumption or the levels of Roman-era
lead pollution in bogs, ice cores, and lakebeds. Smil’s numbers are
also incompatible with his own data on premodern biomass use
in his book Energy in World History.®> Smil’s estimates for Rome
would group its energy capture with some of the simplest agricul-
tural societies on record. My own estimates and Lo Cascio and Mal-
anima’s calculations place peak Roman energy capture (ca. 100 CE)
alongside Northwest Europe’s in 1700 CE, while Maddison’s and
Scheidel and Friesen’s place it closer to sixteenth-century North-
west Europe’s.®6 However, Smil’s suggestion in Why America Is Not
a New Rome that Roman nonfood energy capture was just 2,600—
5,700 kcal/cap/day would set the Roman level at barely one-eighth
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of Smil’s own estimate for eighteenth-century Northwest European
energy capture (21,700-43,400 kcal/cap/day) in Energy in World
History, and closer to hunter-gatherers than to early-modern farm-
ers. All the other classes of evidence make this seem much too low.

The second discussion is Paolo Malanima’s in his paper “Energy
Consumption and Energy Crisis in the Roman World,” delivered at
a conference at the American Academy in Rome in 2011.¢” An ap-
pendix to this paper directly responds to my arguments in Why the
West Rules— For Now, arguing that Roman energy capture peaked
between 6,000 and 11,000 kcal/cap/day. This is roughly twice as
high as Smil’s estimate, but less than one-third as high as mine.

Some of the differences between our calculations are definitional.
As noted above, different kinds of food energy have different costs;
it typically takes about 10 kcal of feed to produce 1 kcal of meat,
which means that periods that see shifts toward meat consumption
also see an increase in per capita energy consumption. Someone liv-
ing off bread and water may put the same number of kilocalories of
food energy into his or her mouth as someone living off steak and
champagne, but the steak/champagne diet represents a much higher
overall level of energy consumption. The archaeological evidence
shows that Roman times saw a great increase in the costs of most
people’s diets. This was most spectacular at Rome itself, where the
explosion in consumption of wine and olive oil produced Monte
Testaccio; but even the humblest village sites produce striking evi-
dence of the shift toward more expensive food calories, which in-
volved tens of millions of people. While ordinary Romans did not
have steak-and-champagne diets, they did at least get olive oil and
imported wine.

Malanima also excludes the energy content of the materials used
in construction, industry, and transport. Through most of the pre-
Roman era, this definitional difference would not have a huge im-
pact on the calculations, since construction, industry, and transport
remained very simple; but the archaeological evidence once again
shows unambiguously that one of the greatest contrasts between
Roman and pre-Roman times was the expansion of activity in all
these areas.

Malanima’s definitional decisions consistently produce lower en-
ergy capture scores than mine, and the difference is increased fur-
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ther by his preference for low estimates when—as is very often the
case—there seems to be a range of plausible guesses (for instance, on
the numbers of draft animals and therefore the amount of feed con-
sumed by them per person in the Roman Empire, or on the amount
of wood consumed per person). These disagreements combine to
yield a big difference in the size of the “step up” each of us would
add to the food energy being consumed.

If the argument were purely definitional, it would not be very
significant: since both Malanima and I have done our best to be ex-
plicit, readers could choose which index to use, depending on the
question they wanted to answer. However, Malanima also suggests
that the figures I reach for the Roman Empire must be exaggerated.
He suggests that my figures would mean that Romans had access to
more energy than did many nineteenth-century Europeans, and also
that energy intensity (the ratio between energy consumption and
GDDP, or basically the dollars earned per kcal expended) would have
been twice as high in the early Roman Empire as in Western Europe
in 1800 CE.

Malanima reaches this conclusion by comparing my 31,000 kcal/
cap/day estimate of energy consumption in the Roman heartland to
his own estimate that Europeans were capturing only about 15,000
kcal/cap/day in 1800 CE. This is much lower than the figure of
38,000 kcal/cap/day for the Western European core around 1800 CE
that I derive from Cook, Smil, and Maddison’s calculations because
throughout the period up to the nineteenth century, Malanima de-
fines energy capture more narrowly than Cook or I have done. As a
result, Malanima’s pre-1900 CE scores are consistently about half of
those in my calculations or Earl Cook’s,* and comparing my energy
capture figure for 100 CE to his own for 1800 CE produces nonsen-
sical results. Our pictures certainly do differ—by Malanima’s calcu-
lations, the average person in the Western core was consuming
roughly 75 percent more energy in 1800 than in 100 CE;* by mine,
that person was consuming 25 percent more energy —but the absurd
outcome that Malanima ascribes to my scores, with energy being
cheaper in the Roman Empire than in the British, is simply the result
of his insistence on directly comparing results derived from indices
that define the terms differently.
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I see two ways to interpret the differences between my energy
calculations and Malanima’s. First, we might just treat the defini-
tional disagreements as being two different ways to think about the
data, with Malanima’s definitions leading to low results and mine to
high ones. The interesting thing about our results would then be
how similar the general pictures are. Malanima and I agree that the
old picture of steadily rising energy use in Europe between the Mid-
dle Ages and the industrial revolution is mistaken; energy capture
fell along the with Roman Empire, and as late as 1700 CE Europeans
were still only just catching up with Roman levels. Even when we
come to the twentieth century, our pictures are rather similar. In the
Western core, as I define it, consumption jumped from 92,000 kcal/
cap/day in 1900 CE to 230,000 in 2000 (a factor of 2.5); in Western
Europe, as Malanima defines it, consumption jumped from 41,500
kcal/cap/day in 1900 CE to 100,000 in 2000 (a factor of 2.4).

However, this way of comparing Malanima’s calculations and
mine would overlook the big contrast between them. As I suggested
in the previous paragraph, when we look only at the past two thou-
sand years, the two approaches produce rather similar pictures.
However, when we look at the whole run of history going back to
the end of the last ice age, the pictures differ much more. Malanima’s
figures imply that per capita energy capture must have roughly dou-
bled (from about 4,000 kcal/cap/day, the lowest level needed to
maintain viable populations, to about 8,500 kcal/cap/day) between
the age of Lascaux and that of Monte Testaccio, while mine suggest
that it grew seven- or eightfold, to 31,000 kcal/cap/day.

Malanima does not go as far as Gregory Clark, who, as men-
tioned above, argues that “the average person in the world of 1800
[CE] was no better off than the average person of 100,000 BC.”
However, Malanima’s numbers imply that the rate of increase in en-
ergy capture averaged just 0.005 percent per annum in the past four-
teen millennia BCE. The growth rate implied by my figures, of 0.02
percent per annum, is hardly meteoric, but it provides a very differ-
ent—and, I would say, more realistic—perspective on premodern
economic growth.

Earlier in this chapter I observed that economists interested in
the Roman world usually try to reconstruct either real wages or
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GDP/cap, and only rarely concern themselves with the messy de-
tails of the archaeological record. One consequence of this is that
they often seem not to have a very clear sense of the gulf that sepa-
rated the Roman world from prehistoric societies. The assumptions
Malanima makes about what to measure and how to measure it fail
to capture the contrasts between life in imperial Rome, life in a ten-
thousand-year-old agricultural town like Jericho, and life in a
hundred-thousand-year-old site like Pinnacle Point in South Africa.
Looking at the history of energy over the very long run requires a
fuller confrontation with the archaeological record and methods
like those pioneered by Earl Cook, which are far more sensitive than
Malanima’s to the kinds of energy flows that mattered most in pre-
historic and ancient societies.

CONCLUSION

Per capita energy capture increased across the first millennium BCE,
peaking somewhere around 30,000 kcal/cap/day in the first century
CE. By premodern standards this was an extremely high level, close
to that of the Western core around 1700 CE, although by modern
standards it remained very low, probably never reaching even 15
percent of contemporary American levels. Figure 3.6 shows my esti-
mates for the ancient (500 BCE-200 CE) and modern (1700-2000
CE) periods.

BETWEEN ANCIENT AND MODERN (200-1700 CE)

The next challenge is to bridge the long gap between ancient Medi-
terranean and early modern European data. I divide the fifteen-
hundred-year period into three phases: (a) 200-700, (b) 700-1300,
and (c) 1300-1700.

200-700 CE

Figure 3.5 indicates a profound, centuries-long decline in industrial
and commercial activity in this first phase, suggesting that energy
capture also fell.
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Figure 3.6. Estimated Western energy capture, 500 BCE-200 CE and 1700-2000 CE.

In principle, a famous edict on prices and wages set up by the
Roman emperor Diocletian in 301 CE ought to provide a starting
point by allowing us to reconstruct real wages at the start of the
fourth century, but in practice there are serious difficulties. Scheidel
calculated that the real wage for unskilled workers implied by the
edict was just 9,376 kcal/cap/day, down from roughly 25,000 kcal/
day (but with a very wide variance of + 12,000 kcal/day) in first-to-
second century CE Italy. Robert Allen’s calculations, however, sug-
gest a real wage worth just 1,439 kcal/cap/day, as low as the most
depressed regions in eighteenth-century Europe, which would be
hard to sustain for any length of time even if 100 percent of the
wages were spent on food. The edict certainly seems to suggest that
real wages fell between 150 and 301 CE, but Scheidel and Friesen are
probably right to urge that we treat its figures as wishful thinking,
diverging significantly from real-world prices.”

Several recent surveys of the archaeological evidence reinforce
the impression of falling energy capture between 200 and 700 CE,
although they also show that the details and pace of change varied
wildly from region to region.”! Some new forms of energy capture,
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such as moldboard plows and water mills, became more common
after 200, especially on the Roman core’s otherwise rather backward
northern fringe; but the general trend ran strongly in the other
direction.

Until specialists in late Roman archaeology quantify the evidence
more precisely, it will be difficult to make accurate estimates, but
between 200 and 700 the general picture is of large houses of stone
and brick being replaced by smaller structures of wood and clay;
paved streets being replaced by mud paths; sewers and aqueducts
stopping working; life expectancy, stature, and population size fall-
ing, and the surviving people moving from cities to villages; long-
distance trade declining; plain, handmade pottery replacing slipped,
wheel-made wares; wood and bone tools being used more often, and
metal ones less; factories going out of business and village craftsmen
or household producers taking their places.”

I suggest in Why the West Rules—For Now that energy capture
began declining in the Western core in the 160s CE when population
movements across the steppes merged microbes from previously dis-
tinct Eastern and Western Eurasian disease pools.” Figure 3.5 sug-
gests that the disruptions set off by this so-called Antonine Plague
had already begun driving energy capture down before 200 CE.”*
The third century certainly saw decline, especially in the western
parts of the Roman Empire, as the climate began deteriorating;” but
a second wave of collapse beginning in the fifth century had much
more profound results. As early as 450 CE a steep decline in material
well-being can be seen in Britain in the far northwest. By 500 it is also
clear in Gaul; by 600 in Italy and Spain; and by 700 it had engulfed
North Africa and the Byzantine heartland around the Aegean.

The wave of collapse that rolled from northwest to southeast be-
tween 400 and 700 often generated complicated patterns, as wit-
nessed by the recent archacobotanical study of a sixth-century la-
trine complex at Sagalassos in western Anatolia, which revealed an
apparently contradictory combination of more intensive agriculture
and the breakdown of the urban fabric.”® Over its three-century
course, however, the overall effects are unmistakable. The Western
core contracted geographically, and as it shrank onto Egypt, Syria,
and Iraq, its smaller scale corresponded to lower per capita levels of
energy capture.
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That said, we should recognize that the decline in energy capture
in the Western core between 200 and 700 was not catastrophic. Irri-
gation systems, cities, and rudimentary states remained intact in
Egypt and Iraq, and the Arab conquests may have stimulated in-
creases in agricultural productivity.”” Elsewhere, even in the darkest
days (such as the sixth century in Italy or the seventh in Anatolia)
people went on gathering wood, cooking dinner, and doing most of
the same things that they had done in the heyday of the Roman Em-
pire. However, their overall energy capture definitely declined. Re-
cent stable isotope analyses from England, for example, show that
very simple, monotonous cereal diets replaced the more varied
Roman-era diets in the seventh century.”

In the present state of the evidence, we can only bandy around
impressionistic guesses based on the pictures created by specific ex-
cavation reports. My own impressionistic guess is that energy cap-
ture perhaps fell about 10 percent between 200 and 500 CE (from
about 31,000 kcal/cap/day in the core to about 28,000 kcal/cap/day)
and then a further 10 percent, to about 25,000 kcal/cap/day, between
500 and 700. Egyptian and Iraqi per capita energy levels probably
fell little, if at all, between 200 and 700,” but the collapse of Italy,
North Africa, and southern Gaul resulted in energy capture in the
West’s most developed core area being 20 percent lower in 700 than
it had been in 200 CE.

This is a much less dramatic collapse than figure 3.5 would seem
to indicate (the reason being that figure 3.5 probably reflects chiefly
those nonfood and expensive food kilocalories that changed most),
but it might still seem like an excessive suggestion to some Roman
historians. Through the nineteenth century and much of the twenti-
eth century, historians had tended to agree that Edward Gibbon had
got the main outlines of the story of late antiquity correct, but in the
1960s critics reacted against this view. According to the most impor-
tant revisionist, Peter Brown, “It is too easy to write about the Late
Antique world [of 200-700] as if it were merely a melancholy tale of
‘Decline and Fall.”” Instead of Gibbon’s gloomy picture, Brown
claimed, “we are increasingly aware of the astounding new begin-
nings associated with this period . . . we have become extremely sen-
sitive to the ‘contemporary’ quality of ... so much that a sensitive
European has come to regard as most ‘modern’ and valuable in his
own culture.”®
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Brown’s goal was to remind historians that the decline-and-fall
narrative should not obscure the complex and fascinating reality of
late antique cultural change, but after three decades of reminders,
many historians have now gone to the other extreme. “There is now
a widespread conviction,” Andrea Giardina has observed, “that . ..
concepts such as ‘decline’ or ‘decadence’ are ideologically charged
and consequently misleading.”®' Brown was quite right that we
should see the period 200-700 as the time of the transformation of
classical into early medieval culture, but too many historians have
allowed this new perspective to blind them to the fact that this was
also an era of political and economic collapse. The strategist Edward
Luttwak has recently observed that “the newly fashionable vision of
an almost peaceful immigration and a gradual transformation into a
benign late antiquity is contradicted by the detailed evidence of vio-
lence, destruction, and the catastrophic loss of material amenities and
educational attainments that would not be recovered for a thousand
years, if then.”®? I find little to disagree with in this conclusion.®

The best antidote to the gradualist model that has become popu-
lar since the 1960s is simply to compare site reports and survey data
for virtually any part of the Roman Empire in the second century
CE with those for the same region in the seventh century CE.%
Every site (even in Egypt, which weathered the storm better than
any other part of the Roman Empire) reveals falling material stan-
dards of living and energy capture.

700-1300 CE

While there can be little doubt that there was a general slow upward
trend in energy capture in the Western core across these six hundred
years, the details are difficult to pin down, largely because historians
and archaeologists of the medieval Muslim world have paid less at-
tention to energy capture than those of classical antiquity.®

By 700 the Western core had contracted to the Egypt-Syria-Iraq
region. There is some evidence that energy capture was falling in
Syria by the eighth or ninth century and in Iraq by the ninth or
tenth century,® and across the whole of Southwest Asia by the time
of the eleventh-century Seljuk invasions, but it seems to have re-
mained high in Egypt throughout the period 700-1300 and to have
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risen in Spain. Christian Europe definitely saw a vigorous economic
revival after 900, and by 1300 the richest area, Italy, was catching up
with the Islamic core in Egypt.

The Byzantine Empire also saw rapid economic recovery in the
tenth century, and in a valuable paper, the economist Branko Mila-
novic has used the relatively rich sources to calculate that the aver-
age real wage of unskilled workers in the Byzantine heartland
around 1000 CE was roughly $680 per year (PPP in 1990 Geary-
Khamis international dollars).?” Like the Roman GDP/cap calcula-
tions, this figure considers little except food calories, and Milanovic
allows a particularly small “step up” for nonfood income.* He does,
however, observe that the figure he reaches for Byzantine GDP/cap
is roughly 20 percent lower than most estimates for GDP/cap in the
early Roman Empire and 20-25 percent higher than Jan Luiten van
Zanden’s calculation for English incomes in 1086 and Gregory
Clark’s for English builders in the early thirteenth century.® All
these GDP/cap studies use similar methods, suggesting that even if
the absolute numbers understate levels of energy capture, the rela-
tive shifts over time may accurately reflect the realities.

Extrapolating from these comparisons by making a bigger “step
up” for nonfood calories, I suggest that if energy capture in the first-
century CE Roman core was about 31,000 kcal/cap/day, in Byzan-
tium around 1000 CE it was about 26,000 kcal/cap/day; and if
Milanovic is correct in following Robert Lopez’s suggestion that
Byzantine and Abbasid energy levels were rather similar around
1000 CE, the score for the Western core as a whole should also be
26,000 kcal/cap/day, with energy capture on the distant periphery in
early-second-millennium England around 21,000 kcal/cap/day.” If
anything, the comparison between Roman and Byzantine GDP/cap
and real wages might slightly underestimate the overall decline in
energy capture between 100 and 1000 CE because the decline prob-
ably affected nonfood calories much more than food calories, and
the Goldsmith/Maddison/Milanovic estimates largely ignore these
nonfood calories.

If this chain of inferences is justified, we must conclude that en-
ergy capture in the Western core increased only very slightly, from
25,000 to 26,000 kcal/cap/day, between 700 and 1000 CE. The weak-
ness of the archaeological evidence makes it difficult to test this, al-
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Figure 3.7. Real wages of unskilled workers, 13001800 CE. After Pamuk, “Black Death,”
297, fig. 2.

though the numbers certainly seem consistent with finds from
Greece.”! I suggest that energy capture in the core remained fairly
flat at about 25,000 kcal/cap/day between 700 and 900, and then
started rising in the tenth century, to 26,000 kcal/cap/day in 1000,
before reaching perhaps 27,000 kcal/cap/day by 1300. The archaeo-
logical evidence from Europe seems consistent with this, with clear
signs of increasing household inventories, more substantial homes,
more trade, and much more state spending.”> Even on the distant
Polish periphery, diets were much richer and more varied by the
eleventh and twelfth centuries than previously,” but Italy seems to
have remained the richest part of Europe.

The impossibility of making direct archaeological comparisons
between thirteenth-century Italy and Egypt is frustrating, but the
real wage data collected by the economic historian Sevket Pamuk
suggest that by 1300 wages (and presumably energy capture as a
whole) in northern Italy were probably catching up with those in
Egypt and were ahead of those in Byzantium; and by 1400 Italy had
pulled ahead of Egypt too (figure 3.7).%
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1300-1700 CE

If these estimates for energy capture in the Middle Ages and modern
times are roughly correct, then the period 1300-1700 must have seen
an increase of roughly 23 percent in the Western core, from about
26,000 kcal/cap/day to about 32,000 kcal/cap/day. This would be
faster than in any other period of the same length except for 400-1
BCE, which saw a 29 percent increase (24,000 kcal/cap/day to 31,000
kcal/cap/day). The similarities between the rates of increase and
overall scores in ancient and early modern times suggest that the
fondness of historians for drawing analogies between these periods
may not be misplaced.

Quite detailed series of real wages are now available for many
European cities since the later Middle Ages.” These suggest a gen-
eral decline in wages for unskilled labor across the thirteenth and
early fourteenth centuries followed by a great surge after 1350, when
the Black Death increased land:labor ratios. As population grew in
the later fifteenth and sixteenth centuries real wages generally fell,
but by 1600 a gap was opening between wages in Northwest Eu-
rope, which were trending back up, and those in Southern and East-
ern Europe, which continued to decline. By 1700 real wages for the
unskilled in Amsterdam were 30 percent higher than they had been
in 1350 and those in London were 80 percent higher. Both these in-
creases are larger than those for energy capture mentioned in the
previous paragraph.

Angus Maddison’s estimates of GDP/cap give a rather different
picture for the period 1500-1700.” Maddison calculated that pro-
ductivity continued to increase everywhere in Western Europe ex-
cept Italy across the sixteenth century; as he saw it, Holland and
Britain took the lead by 1700 not because their growth revived in the
seventeenth century while other regions went backward but because
they grew even faster than other European economies. He identified
a 29 percent increase in Western European productivity between
1500 and 1700.

The difference between these pictures of real wages and GDP/
cap, like those between these measures in ancient times, is largely to
be explained by the fact that they are measuring rather different
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things.” The inability of Western European lords to reassert their
authority after the Black Death caused a major shift in resources
toward the poor, driving real wages up much faster than productiv-
ity; and as population rose in the sixteenth century, power shifted
back toward the aristocracy and real wages declined even though
GDP/cap continued to rise.”

The century-long surge in real wages after 1350 also obscures the
evidence for a broader fourteenth-century depression,” afflicting
many dimensions of trade and industry. Research in the 1990s
showed that this was not as severe as some earlier historians had
believed,'® but the calamities and uncertainties of the fourteenth
century nonetheless do seem to have driven energy capture down. I
suggest a small decline from 27,000 kcal/cap/day in 1300 to 26,000
in 1400, but in the absence of quantified archaeological evidence
from settlements, this can only be a guess.

The archaeological evidence for rising energy capture between
1300 and 1700 is very clear, and seems consistent with the 23 percent
increase suggested above, although it is not detailed enough to allow
a test of my suggestion that levels fell 1,000 kcal/cap/day during the
fourteenth century. The evidence for rising agricultural yields in
Northwest Europe is strong,!°! as is textual and material documen-
tation of the enormous increase in fishing catches and the expansion
into new fishing grounds in the thirteenth and fourteenth centuries
under pressure from growing urban populations.'®

The increase in food calories was still not enough to affect adult
stature noticeably, but in nonfood calories the changes were more
striking, especially after 1500.'® Details in wills and legal suits as
well as excavated remains all suggest that in town and country alike,
Western Europeans had bigger, more sophisticated houses and a
wider range of material goods in 1700 than they had had in 1300.1%
Industrial production was rising, people were working longer hours,
and fossil fuels such as peat and coal were beginning to contribute
enormous amounts of energy.!® While precise comparisons neces-
sarily remain speculative, Northwest European energy capture per
capita probably overtook the Roman peak (ca. 100 CE) during the
seventeenth century.

Figure 3.8 shows the complete sequence of estimates from 500
BCE through 2000 CE.
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Figure 3.8. Western energy capture, 500 BCE-2000 CE.

LaTE IcE AGE HUNTER-GATHERERS (ca. 14,000 BCE)

Surprising as it may seem, we are on a sounder footing with esti-
mates of energy capture at the end of the Ice Age than in any subse-
quent era until the eighteenth century. Although thousands of years
have passed since farmers drove the last foragers out of the initial
Western core in the Hilly Flanks, and although the climate and ecol-
ogy of the region have changed dramatically, comparative studies fix
the parameters of possible energy capture fairly precisely.

The well-established fields of bioenergetics and primate ecology
provide a good picture of energy use among the great apes,'® our
nearest evolutionary neighbors, and economic anthropologists have
measured energy capture among contemporary foragers everywhere
from hot African environments to cold Siberian ones.'””

The earliest known species of Homo living in East Africa be-
tween 2.5 and 1.8 mya had energy needs similar to those of chim-
panzees, but the evidence is fairly good that Homo habilis ate meat
more often than chimpanzees do,'® and they may even have become
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active hunters rather than scavengers. It typically takes about 10
kcal of chemical energy, photosynthesized by plants from solar en-
ergy, to produce 1 kcal of kinetic energy in an animal, so Homo ha-
bilis was already substituting expensive calories for cheap ones.
Even so, with their small bodies and brains and simple material cul-
ture, Homo habilis probably required on average only something
like 1,500 kcal/cap/day.

Energy capture probably increased significantly with the evolu-
tion of Homo erectus/ergaster in East Africa around 1.8 mya. Brain
size increased by roughly 40 percent (from 610 to 870 cc), body
weight by 75 percent (from 35 to 62 kg), and stature by nearly 50
percent (from 1.15 to 1.7 m).'” Homo erectus/ergaster may have
been able to make fire at will, greatly increasing their nonfood en-
ergy capture and transforming their food in ways that allowed them
to absorb more of its calories.!"® Because the archaeological record
before about 50 kya is so flimsy, the evidence is disputed, but recent
finds at Gesher Benot Ya’aqov in Israel strongly suggest that Homo
erectus/ergaster had mastered fire by 790 kya.!"! If cooking food by
releasing energy from wood had become a commonplace strategy,
total energy capture among Homo erectus/ergaster may have risen
as high as 2,000 kcal/cap/day.

As proto-humans moved north of the line 40° N, they would
have been forced to increase energy capture to deal with the colder
climate. There is good evidence for regular fire making 400 kya at
Beeches Pit in Britain and Schoningen in Germany.!'? Stable isotope
analysis suggests that Neanderthals got a tremendous amount of
their food energy in the form of expensive meat calories,!® particu-
larly in colder regions/periods,'* and bioenergeticists have esti-
mated that they typically consumed at least 3,000 and probably
closer to 5,500 kcal/cap/day.!1s

Modern humans in the Late Ice Age needed rather fewer calories
for food and therefore for fuel,!'¢ but other categories of nonfood
energy capture increased dramatically. Genetic analyses of lice sug-
gest that humans started wearing fitted clothes at least 50 kya and
possibly 150 kya,"” and anatomical studies of fossil foot bones show
that shoes were in regular use by at least 40 kya.''"8 Homo sapiens
also began using small amounts of energy for personal decoration
around 50 kya and much larger amounts for building shelters. Ar-
chaeologists have as yet found no convincing evidence for proto-
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humans building houses,!" but since at least 50 kya modern humans
began investing energy in buildings. From the very earliest times,
these buildings required the capture of thousands of kilocalories of
nonfood energy, but repaid the effort by trapping heat from fire-
places as well as providing shelter when caves were not available.!®
Toward the end of the Ice Age, around 14,000 BCE, total human
energy capture (food + nonfood) at sites like Ohalo in the Western
core in Southwest Asia must have been around 4,000 kcal/cap/day.'?!
I make this suggestion because (a) food energy cannot have fallen
much below 2,000 kcal/cap/day for long periods, (b) if nonfood en-
ergy capture had fallen much below an additional 2,000 kcal/cap/
day Natufian material culture would have been much poorer than
the archaeological record shows it to have been, and (c) if nonfood
energy capture had risen much above an additional 2,000 kcal/cap/
day the archaeological record would be much richer than it in fact is.

FroMm FORAGERS TO IMPERIALISTS (14,000-500 BCE)

As figure 3.9 makes clear, there is a very wide gap to fill between the
reasonably secure estimate of energy capture for Late Ice Age
hunter-gatherers in the Western core (4,000 kcal/cap/day in 14,000
BCE) to the next reasonably secure estimate, of 23,000 kcal/cap/day
for the city dwellers of the east Mediterranean in 500 BCE. We could
simply assume a steady growth rate, either arithmetic or geometric,
across these 13.6 millennia, but in fact the combination of the actual
archaeological and textual data, comparanda from economic anthro-
pology, and comparisons with the scores after 500 BCE allow us to
be more precise (figure 3.10).

I divide the period into six phases, first briefly describing some of
the developments in each phase in general terms and then trying to
quantify what these changes meant for energy capture.

AFFLUENT FORAGERS, 14,000-10,800 BCE

The archaeological evidence seems quite clear that as the weather
became warmer and more stable at the end of the Ice Age in South-
west Asia, diets grew richer, huts became bigger and more elaborate,
and material culture expanded.’?? Finds from Abu Hureyra in Syria
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Figure 3.9. Western energy capture, 14,000 BCE and 500 BCE-2000 CE.
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suggest that cultivation of rye had selected for bigger seeds by 11,000
BCE.'” People in Southwest Asia remained foragers (and increas-
ingly sedentary ones), and in 11,000 BCE their energy capture was
still much closer to the 4,000 kcal/cap/day of the Late Ice Age than
to the 12,000 kcal/cap/day that Cook ascribed to early agricultural-
ists, but we must assume a substantial increase in percentage terms
(if not, by the standards of later times, in the absolute number of
kilocalories) across these three millennia.

THE YOUNGER Dryas MinI-Ice AGE, 10,800-9600 BCE

What the twelve-hundred-year mini—ice age known as the Younger
Dryas (10,800-9600 BCE) meant for energy capture is debated.!?*
On the one hand, many permanent villages seem to have been aban-
doned by 10,000 BCE, their residents returning to more mobile
strategies and investing less energy in construction and material cul-
ture; on the other, the first monuments appear at sites like Qermez
Dere, Jerf al-Ahmar, and Mureybet,'?® implying an increase in en-
ergy capture. It seems to me that the safest procedure, at least until
our evidence improves significantly, is to assume that energy capture
remained basically flat between 10,800 and 9600 BCE. This involves
a major departure from the steady arithmetic growth and the geo-
metric growth models, both of which predict that energy capture
increased by 17 percent between 10,800 and 9600 BCE (from 9,000
to 10,500 kcal/cap/day in the arithmetic model and from 6,000 to
7,000 kcal/cap/day in the geometric model).

THE AGRICULTURAL AND SECONDARY PRODUCTS
RevoruTIONS, 9600-3500 BCE

As the weather warmed up and settled down after 9600 BCE, we see
two contrasting trends. First, cultivation resumed relatively rapidly.
Unnaturally large seeds of wheat and barley appear at multiple sites
in the Jordan, Euphrates, and Tigris Valley by 9000 BCE and be-
come normal by 8500 BCE, by which time the first fully domesti-
cated wheat and barley (with tough rachis and hulls that do not shat-
ter) is seen at a handful of sites. By 8000 BCE about half the
carbonized cereal seeds from the “Hilly Flanks” region along the
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borderlands of modern Iran, Turkey, Syria, Lebanon, Israel, and
Jordan are domesticated; by 7500 BCE, virtually all are.'¢

Domestication raised energy capture per hectare under cultiva-
tion and, in the short run at least, raised energy capture per capita
too. However, one of the main uses of excess energy was to produce
more babies, which set off a second trend. Villages were caught in
Malthusian traps: geometric population growth outpaced arithmetic
growth in the food supply, driving the per capita food supply back
down toward bare subsistence. Together, the two trends generated
the paradoxical result that while nonfood energy capture clearly
rose substantially between 9600 and 3500 BCE, overall food supply
was at best stagnant. Cheap domesticated cereal calories increas-
ingly replaced more varied diets based on hunted and gathered wild
foods, and the skeletal record suggests that on the whole early farm-
ing populations were less healthy than preagricultural hunter-
gatherer groups.'”’

Excavations across the past thirty years have also revealed that
the rate of change in energy capture after the Younger Dryas was
much slower than was previously thought.’?® Rather than a single
“agricultural revolution,” we should probably think of a drawn-out
transition from full-time foraging, through a combination of forag-
ing and cultivation, to the gradual replacement of most wild and cul-
tivated food by domesticated plants and animals. The most recent
studies suggest that this took about two thousand years, from
roughly 9600 through 7500 BCE, in the Hilly Flanks.

Furthermore, this was only the first stage; the shift toward do-
mesticated plants and animals was followed by the even longer “sec-
ondary products revolution” in food energy,'? in which farmers
gradually intensified practices and discovered new applications of
domesticated plants and animals. It took many centuries for people
to learn to alternate cereals with beans to replenish the soil; to pro-
cess cereals more effectively, removing impurities; to bake bread ef-
fectively; to harness animals for milk and/or traction rather than
eating them all while still young; and to build efficient plows and
wheeled carts. Storage facilities increased in sophistication, and wells
provided water for places streams did not reach.!*®

The “full package” of ancient dry-grain agriculture in Southwest
Asia was not in place until at least 4000 BCE. By then weeding, ro-
tating, and manuring crops were all standard practice, significantly
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Figure 3.11. House remains from Abu Hureyra, Syria. At the bottom are postholes from

huts of around 12,000 BCE; at the top, remains of a mud-brick house, ca. 8000 BCE. Village
on the Euphrates: From Foraging to Farming at Abu Hureyra by AM.T. Moore, A. J. Legge,
and G. C. Hillman (2000); figure 5.4, p. 107. By Permission of Oxford University Press, Inc.

WWW.oup.com.

increasing energy capture per hectare,”! even if most or all of the
energy surplus was converted into extra people rather than into
higher food-energy capture per capita.

The increase in nonfood energy capture was just as slow but is
much more visible. As when trying to calculate energy capture in
the post-Roman period, the best method is simply to compare set-
tlement sites of different dates. A famous photograph from Abu
Hureyra (figure 3.11) illustrates the point nicely: at the top is part of
a small but sturdy house built around 8000 BCE, and below are the
remains of much flimsier huts dating back to 12,000 BCE. If we con-
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tinue moving through time, we find more substantial houses still by
6500 BCE (with Catalhdytik providing the best-known examples),
and by 4500 BCE the Ubaid phase houses of Mesopotamia were still
more impressive. Michael Roaf describes a fairly typical but particu-
larly well-preserved example, covering 170 m?, from Tell Madhhur
in Iraq. By that time houses were solidly built from mud bricks,
usually organized around a shady courtyard, with waterproof roofs,
a well, and large storage facilities.!??

Typical household goods increased similarly. Pottery came into
use around 7000 BCE, with specialist producers using the potter’s
wheels soon after that. Weaving seems to have steadily increased in
sophistication, and copper ornaments, tools, and weapons came into
use by 3500 BCE. So far as I know no archaeologist has systemati-
cally quantified and compared household goods from Southwest
Asia over time, but the contrast between the contents of the houses
from Abu Hureyra (ca. 12,000 and 8000 BCE) and Tell Madhhur
(ca. 4500 BCE) is striking.

The energy consumed on public monuments of various types
also increased sharply. Jericho had some kind of fortification tower
as early as 9000 BCE, but this pales in comparison with the elabo-
rate temple at Eridu or the enormous earth platform heaped up at
Susa by 3500 BCE. Figure 3.12, a reconstruction drawing of the se-
quence of temples at Eridu from 5000 through 3500 BCE, makes the
point about increasing nonfood energy capture as effectively as the
photograph of the Abu Hureyra houses.!*

Energy captured for transport also increased. The first unambig-
uous evidence for linking animal power to wheeled vehicles is Su-
merian representations of ox-drawn carts from around 4000 BCE,
and by 3000 BCE actual carts were being included in tombs."** Wind
and waterpower were also harnessed; canoes were being used for
fishing by 5000 BCE, and models from Eridu show that proper
boats were in use by 4000.

The increase in nonfood energy capture between 9600 and 3500
BCE is very clear.!® As in the case of the affluent foragers of 14,000-
11,000 BCE, though, we should remember that while the increase in
energy capture between 9600 and 3500 must have been very large in
percentage terms, in terms of absolute kilocalories it was neverthe-
less small by modern standards. Even at the end of this long period,
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Figure 3.12. Temple remains from Eridu, Iraq. At the bottom is the temple built around
5000 BCE; at the top, the version built around 3000 BCE. From Cultural Atlas of Ancient
Mesopotamia and the Near East by Michael Roaf (1990); p. 52. New York: Facts on File.
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people in the Western core were still villagers, their energy capture
somewhere around Cook’s “early agriculturalists” stage in figure 3.1.

ARCHAIC STATES, 3500-1200 BCE

The rate of increase in energy capture accelerated after 3500 BCE
with the development and spread of states with centralized govern-
ments in the Western core. Once again the lack of a systematic col-
lection of data on skeletal stature hampers discussion, as does the
scarcity of stable isotopic and other anthropological analyses of pa-
leodiet, but the general impression created by the scattered data is
that there was relatively little overall change in food calorie intake.

We can sketch very generalized pictures of diet and nutrition in
different parts of the Western core,*® but more detailed studies re-
veal enormous local variation.'” There probably was a long-term
trend toward higher yield: seed ratios across the third and second
millennia (reaching perhaps 30:1 in irrigated Mesopotamian barley
farming by 2000 BCE),"*® but population seems to have increased
just as quickly, consuming the gains.

As in earlier periods, however, we also see a large increase in
per capita capture of nonfood calories. The most striking aspect is
the spread of metal use, which gives the period its standard name,
the Bronze Age. Royal bureaucratic records document enormous
bronze foundries at palaces, and excavators have found plenty of
examples of private foundries.”” Stone tools largely disappeared
from the Western core by 1200 BCE.

The famous pyramids, ziggurats, palaces, and temples of the
Bronze Age of course consumed massive amounts of energy.'* The
Great Pyramid at Giza (ca. 2600 BCE) is still the world’s heaviest
building, weighing around a million tons. The scale of long-distance
trade also increased sharply, especially after 1600 BCE, and is viv-
idly illustrated by shipwrecks found off the coast of Turkey.'"!
Most important of all, though, is the increase in energy consumed
by the much larger populations of the third and second millennia
BCE. In every part of the core, standards of housing and the quan-

tity and craftsmanship of household goods rose between 3500 and
1200 BCE.'*
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As in other periods, there is strong regional variation as well as
local episodes of collapse. In the Aegean, for instance, the Neopala-
tial period (ca. 1800-1600 BCE) on Crete was a time of apparent
wealth, with very large houses (median size of floor plan 130 m?)'#
and rich material culture. After 1600 BCE, however, nonfood wealth
seems to have declined on Crete, while continuing to increase in
mainland Greece.

The biggest episodes of collapse in this period seem to have been
in Mesopotamia after 3100 BCE, when Uruk was burned and its
large material culture zone broke up, and across the whole area
from Mesopotamia through Syria and the Levant to Egypt (and
with echoes across much of the Mediterranean) between 2200 and
2000 BCE. However, while both these episodes left clear archaeo-
logical traces, it is less obvious that they had much impact on energy
capture.

There seem to be several reasons for this. A large part of the ex-
planation is that both collapses were in fact very spotty, with some
sites destroyed and abandoned while others flourished (e.g., in Syria,
Tell Leilan and Sweyhat were abandoned around 2200 BCE, while
Tell Brak and Mozan grew even larger). Archaeologists disagree
over the underlying causes, and some even debate whether “col-
lapse” is an appropriate term.!*

A second factor is the emergence of a new core area in Egypt by
3100 BCE. The Nile Valley was unaffected by the 3100 BCE col-
lapse, and while the disasters after 2200 BCE did have a major im-
pact on Egypt, they did so on a different schedule than in Mesopo-
tamia. By 2100 Egypt’s Old Kingdom and Mesopotamia’s Akkadian
Empire had both unraveled, but the strong new Ur III state had re-
united much of Mesopotamia. By 2000 Ur had also collapsed, but
the Middle Kingdom had reunited Egypt. Despite the obvious trau-
mas of the 2200-2000 BCE period, energy capture seems to have
kept growing in the Western core. The same is true of the new round
of upheavals between 1800 and 1550 BCE.

Finally, the way I have measured energy capture may understate
the impact of the crises. In this stretch of early history I calculate
scores every half millennium until 2500 BCE and every quarter mil-
lennium between 2500 and 1500 BCE. The 3500 BCE score mea-
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sures energy capture before the Uruk collapse, and while Mesopota-
mian energy capture may still have been lower in 3000 BCE than it
had been before 3100 (the evidence is not very clear), Egyptian en-
ergy capture was definitely higher by 3000 BCE than Mesopota-
mian had been in 3500. Similarly, the 2250 BCE calculation shows
energy capture before the great collapse began, and although Meso-
potamia was still in chaos in 2000 BCE, order had by then been re-
stored in Egypt. As I noted in chapter 2, the inevitable result of tak-
ing measurements at widely separated points is to smooth the
realities of change.

So long as we set the threshold for urbanism low (at around five
thousand people), we can say that by 1250 BCE many people in the
Western core had become city dwellers, and the majority of the pop-
ulation in Western Eurasia lived in archaic states with functioning
centralized governments. They had moved far beyond the 12,000
kcal/cap/day energy capture of the early agriculturalist stage in
Cook’s diagram (figure 3.1), although comparison of even the rich-
est Late Bronze Age settlements such as Ugarit (destroyed ca. 1200
BCE) with classical Greek settlements such as Olynthus (destroyed
in 348 BCE) suggests that Bronze Age societies had not matched the
classical Greek level of roughly 25,000 kcal/cap/day.'#

TuE END OoF THE BRONZE AGE, 1200-1000 BCE

The collapse that spread over the entire Western core between 1200
and 1000 BCE provides the first indisputable evidence of falling en-
ergy capture.' In the worst affected regions (modern Greece and
Turkey), cities and elaborate elite monuments disappeared alto-
gether, and even in the least affected area (Egypt), there was a sharp
decline in elite activity.

There is not much evidence so far for changes in ordinary peo-
ple’s lives in Egypt, but in Syria, Israel, and the Aegean, standards of
housing, the quantity and quality of material goods, and the scale of
exchange networks all fell sharply.'¥” Again the lack of large-scale
systematic skeletal comparisons is a problem, but in the Aegean,
at least, adult age at death declined and there is some evidence for
increased morbidity, and a downward trend in adult stature is
unmistakable.!*



ENERGY CAPTURE x 101

TuE EarLY IRON AGE, 1000-500 BCE

Energy capture must have risen quite sharply to get from the post—
Bronze Age trough around 1000 BCE to the figure of around 25,000
kcal/cap/day calculated for 500 BCE, the beginning of the classical
period of Mediterranean antiquity.

Most of the available data belong to the same categories used for
earlier periods. As usual, elite monuments are the most obvious evi-
dence: the sixth-century BCE Persian palaces at Persepolis and the
temples and palaces of Babylon dwarf anything from the previous
few centuries, as do temples like that of Artemis at Ephesus or Capi-
toline Jupiter in Rome, on the fringes of the expanding core.

The housing evidence is less straightforward in the core itself,
where multiroom rectilinear houses typically covering 50-100 m?
had been normal for centuries, but in Israel substantial, two-floored
“pillared houses” became more common, larger, and more lavish be-
tween 1000 and 500 BCE. Farther west in the Mediterranean, multi-
room rectilinear houses steadily displaced smaller, curvilinear,
single-room ones. The process had begun in Greece by 750 BCE
and was largely complete by 500; in southern Italy and Sicily it
began by 600 and had run its course by 400; and in southern France
it began around 400 and was nearly complete by 200 BCE.'#

In Greece, the evidence for stature is somewhat mixed, but aver-
age adult ages at death definitely rose between 1000 and 500 BCE,
and morbidity probably declined, suggesting that underlying en-
ergy capture also increased. The direct evidence for diet remains un-
clear, however, because at present intersite variability in food re-
mains generally swamps diachronic trends.!>°

Another very striking change was the spread of iron, which
greatly multiplied the effectiveness of muscle power. The metal had
been in occasional use since quite early in the second millennium
BCE, but soon after 1100 BCE smiths on Cyprus turned to it more
systematically. This was probably a response to the difficulty of ob-
taining tin for bronze when trade routes collapsed after 1200 BCE,
but by the time trade revived on a large scale after 800 the advantages
of iron (especially its abundance and cheapness) had become clear,
and iron remained the normal material for tools and weapons.'” By
1000 BCE nearly all weapons in Greece were made from iron, and
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around 700 the first iron tools appear in Greece. By then iron weap-
ons were also normal in Italy, southern France, and eastern Spain.!*2

The incorporation of the central and western Mediterranean be-
tween 800 and 500 BCE was the most rapid expansion the Western
core had yet seen. While economic activity certainly increased in the
old Southwest Asian core, it did so much faster in Greece, Italy,
Spain, southern France, and what is now Tunisia."”> The most easily
quantifiable evidence comes from the shipwrecks and pollution re-
cords (figure 3.5).

Estimates are once again hampered by the lack of systematic col-
lections of skeletal, housing, and other forms of evidence outside
Greece, but the overall picture seems clear: energy capture rose in
the Western core—as fast, probably, as it had ever done before—be-
tween 1000 and 500 BCE. It rose particularly quickly in the central
and western Mediterranean basin.

CALCULATING THE SCORES

One way to fill the 13,500-year gap between the energy capture
score of 4,000 kcal/cap/day in 14,000 BCE and that of 23,000 kcal/
cap/day in 500 BCE would be by simply assuming constant growth
rates, either arithmetic or geometric (figure 3.13). However, the evi-
dence discussed in this section suggests that that would lose signifi-
cant amounts of information.

The archaeological evidence shows very clearly that energy cap-
ture increased much faster in the last few millennia BCE than it did
in the Late Ice Age and immediate post-Ice Age period, meaning
that the arithmetic growth curve must be very misleading. A con-
stant geometric increase (of 0.013 percent per annum) would ap-
proximate better to the facts, but even that would leave out signifi-
cant details, such as the Younger Dryas interruption of 10,800-9600
BCE, the apparent acceleration after about 3500 BCE, and the de-
cline in energy capture after 1200 BCE. The best estimated curve
seems certain to lie beneath the geometric curve as well as the arith-
metic curve; its growth rate will be exponential, but the exponent
will generally increase over time.

Other than these basic observations, however, we have no fixed
points, and the only way we can proceed is by making estimates and
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Figure 3.13. Alternative methods for estimating Western energy capture, 14,000-500 BCE.

comparing these estimates with the actual archaeological evidence,
the comparative evidence, and the scores we have already estimated
for the period 500 BCE-2000 CE.

Between 14,000 and 10,800 BCE, energy capture increased, but
extremely slowly. Settlements such as pre-Younger Dryas Abu
Hureyra reveal people capturing more energy than Late Ice Age
sites such as Ohalo. I would guess that the increase was something
like 1,000 kcal/cap/day, from 4,000 to 5,000 kcal/cap/day (i.e., a 25
percent increase across 3,200 years, or 0.007 percent per annum). I
have no firm basis for this proposal. Possibly the increase in the size
and sophistication of houses, the complexity of food preparation,
and the expansion of material culture represented just a 500 kcal/
cap/day increase (i.e., 12.5 percent); perhaps it represented a 2,000
kcal/cap/day increase (i.e., 50 percent). Both those numbers seem
extreme to me, but even if one of them is closer to the truth than my
1,000 kcal/cap/day estimate, the amount of change between 14,000
and 10,800 BCE was still very small, and assuming that energy cap-
ture in 10,800 BCE was 4,500 kcal/cap/day or 6,000 kcal/cap/day
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rather than 5,000 kcal/cap/day would make only a minor difference
to the calculations that follow.

As mentioned in section above, there are conflicting signs in the
evidence for the Younger Dryas period (10,800-9600 BCE), so I
have decided simply to treat energy capture as flat across this twelve-
hundred-year period. Again, this may be a mistake; perhaps energy
capture fell back (though not all the way to 14,000 BCE levels) or
perhaps it continued to rise (though not as quickly as between
14,000 and 10,800 BCE). As with the earlier period, though, the
amounts involved are tiny, and errors in estimation are in any case as
likely to cancel each other out as to compound each other.

Between 9600 and 3500 BCE, the increase in energy capture
seems to have been far larger than that between 14,000 and 10,800
BCE. Cook estimated that energy capture had already risen to
12,000 kcal/cap/day by 5000 BCE, just slightly below the level of
13,000 kcal/cap/day implied by the geometric curve. The evidence
now available makes that seem much too high. Cook may have
assumed —as archaeologists sometimes did in the mid-twentieth
century —that the agricultural revolution was a single, fairly rapid
transformation, whereas we now know that cultivation and domes-
tication were processes spread across about four thousand years and
were merely the first stages of an ongoing secondary products revo-
lution that lasted in Southwest Asia until about 4000 BCE."** I sug-
gest that total energy capture roughly doubled between 9600 and
3500 BCE, from about 5,500 kcal/cap/day to 11,000 kcal/cap/day (a
rate of 0.013 percent per annum, almost double that of the period
14,000-10,800 BCE), rather than more than doubling by 5000 BCE,
as Cook suggested. His estimate gives a growth rate of 0.017 percent
per annum between 10,800 and 5000 BCE; if that were extended out
to 3500 BCE it would produce a score of 15,500 kcal/cap/day in that
year. If, as I suggest below, energy capture almost doubled again be-
tween 3500 and 1200 BCE, Late Bronze Age energy capture would
have reached 30,000 kcal/cap/day —almost the same as the score at
the height of the Roman Empire in the first century CE, Song dy-
nasty China in the twelfth century CE, or the West European and
Chinese cores around 1600 CE.

That seems very improbable. If Cook’s estimate of 12,000 kcal/
cap/day in 5000 BCE were correct, the only way to preserve a plau-



ENERGY CAPTURE x 105

sible relationship with later figures would be by assuming a drastic
slowdown in the growth rate after 5000 BCE. If growth fell to just
0.015 percent per annum (lower, that is, than Cook’s estimate of
0.017 percent for the period 9600-5000 BCE), that would bring the
score for 1200 BCE down to 21,000 kcal/cap/day, as in my esti-
mate. However, the archaeological evidence is hard to reconcile
with slower growth after 5000 BCE than before. It seems to me
that Cook’s energy capture estimate for the Western core around
5000 BCE of 12,000 kcal/cap/day must be too high. If energy cap-
ture increased roughly 50 percent between 10,800 and 5000 BCE,
from 5,500 to about 8,000 kcal/cap/day (rather than more than
doubling, from 5,500 to 12,000 kcal/cap/day, as Cook suggested),
and then increased by roughly another one-third (from 8,000 to
11,000 kcal/cap/day) between 5000 and 3500 BCE, we get a much
more plausible picture of Neolithic energy use and its relationship
to the Bronze Age. I suggest that energy capture increased to
8,000 kcal/cap/day in 5000 BCE and then to 11,000 kcal/cap/day in
3500 BCE.

Between 3500 and 1300 BCE —roughly from the age of Uruk to
the age of Ramses the Great—1I suggest that energy capture roughly
doubled again, from 11,000 to 21,500 kcal/cap/day (a rate of increase
of 0.029 per cent per annum, just over twice as fast as between 9600
and 3500 BCE, and four times as fast as between 14,000 and 10,800
BCE). If this is correct, my estimated growth curve caught up with
the geometric curve (figure 3.13) in the thirteenth century BCE. The
figure in 1300 BCE could, of course, be somewhat higher or lower,
but any really big changes (say, down to 18,000 or up to 25,000 kcal/
cap/day) would mean assuming either strangely slow or strangely
fast rates of change in the early first millennium BCE.

The scale of decline in energy capture between 1300 and 1000
BCE is hard to estimate. I have suggested that the figure fell slightly
during the thirteenth century, from 21,500 to 21,000 kcal/cap/day,
then faster, from 21,000 to 20,000 kcal/cap/day, between 1200 and
1000 BCE (a rate of change of —0.025 percent per annum between
1200 and 1000 BCE). The bottom of the trough may have been a
little deeper, in which case growth in the early first millennium BCE
must have been slightly faster to reach 23,000 kcal/cap/day by 500
BCE, or slightly shallower, in which case subsequent growth must
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have been a little slower. However, the claim made by some archae-
ologists in the 1990s that there was really little or no post-1200 BCE
collapse seem to me misguided, rather like the suggestions that there
was no post-Roman collapse.!>

If these numbers are roughly correct, energy capture must have
risen by about 15 percent between 1000 and 500 BCE, from ap-
proximately 20,000 to 23,000 kcal/cap/day (a growth rate of 0.029
percent per annum, slightly faster than the rate estimated for 3500
through 1200 BCE). By my estimates, energy capture rose a further
35 percent between 500 and 1 BCE (from 23,000 to 31,000 kcal/cap/
day).

In figure 3.5, showing shipwrecks and lead pollution as proxies
for long-distance trade and metalworking, 15 percent of the first-
millennium BCE increase comes before 500 BCE and the other 85
percent after 500 BCE. This may mean that my estimates for 1000
BCE (and, by implication, for 1300 BCE) are too low; or it may just
reflect the fact that the bulk of the large population increase in the
first-millennium BCE Mediterranean (Scheidel estimates that the
population roughly quadrupled between 1200 BCE and 150 CE)'*¢
came after 500 BCE, meaning that while the aggregate increase in
trade and industry seems to be heavily weighted toward the late first
millennium, the per capita increase was less heavily weighted.

WESTERN ENERGY CAPTURE: DISCUSSION

Figures 3.2 and 3.3 show the scores I have calculated for Western
energy capture for the whole period between 14,000 BCE and 2000
CE. By their very nature, such graphs involve a lot of approxima-
tion. It is hard to imagine that every number could possibly be cor-
rect, which means (as noted in chapter 2) that the appropriate ques-
tion to ask is not whether all the numbers are right—we can be sure
they are not—but whether they are so wrong that they seriously
misrepresent the shape of the history of Western energy capture.

To this question, I think the answer must be no. The scores are
certainly within the right order of magnitude, and, for reasons I dis-
cuss in Why the West Rules— For Now,' the range of systematic
errors is probably less than + 20 percent. The most serious concern,
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Figure 3.14. Western energy capture, 14,000 BCE-2000 CE, assuming lower Roman rates
and higher early modern rates.

however, must be how much the #nsystematic errors distort the
shape of the graph.

Figure 3.14 shows what the energy curve would look like if, for
example, the increase in energy capture across the first millennium
BCE was in reality just half what I have estimated (i.e., growing
from 20,000 kcal/cap/day in 1000 BCE to 25,500 kcal/cap/day,
rather than 31,000 kcal/cap/day, in 1 BCE/CE) while the increase
between 700 and 1500 CE was twice as large as I estimated (i.e., from
25,000 to 29,000 kcal/cap/day rather than from 25,000 to 27,000
kcal/cap/day). These are rather drastic revisions, which strike me as
difficult to justify from the surviving evidence; yet they make very
little difference to figure 3.14. The increase in energy capture be-
tween 1000 BCE and 2000 CE becomes smoother (this is easier to
see in figure 3.15, which presents both the actual estimates and these
revised estimates and covers just the period 1500 BCE-2000 CE),
but the basic pattern remains much the same.

We can experiment with any number of hypothetical modifica-
tions, but the main value of such thought experiments is to show
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Figure 3.15. Comparison of the actual estimates of Western energy capture, 1500 BCE-2000
CE, with the assumption of lower Roman and higher early modern scores.

just how radically we would need to change the scores to have a seri-
ous impact on the fundamental shape of the history of Western en-
ergy capture. The basic pattern—a very long period of extremely
slow growth from the end of the Ice Age to the rise of the state (i.e.,
from about 14,000 to about 3000 BCE), accelerating but still very
slow growth in the age of early states and empires (roughly 3000-1
BCE), fluctuations pressing against an agrarian ceiling slightly above
30,000 kcal/cap/day (roughly 1-1600 CE), a brief period when the
agrarian ceiling was pushed upward (1600-1800 CE), and finally a
(so far) brief period of explosive growth (1800 to present)—is very
clear.

Economists regularly assume that nothing important changed
until the industrial revolution. Gregory Clark’s claim (cited earlier
in this chapter) that “the average person in the world of 1800 [CE]
was no better off than the average person of 100,000 BC” and his
accompanying graph (figure 3.16), representing premodern living
standards as a random walk around a Malthusian ceiling, are un-
usual only in being so explicit; but they are mistaken all the same.
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Figure 3.16. Gregory Clark’s reconstruction of income per person across the past three
thousand years. Source: Clark, Farewell to Alms, 2, fig. 1.

There were enormous increases in energy capture between the end
of the Ice Age and 1800 CE. As Malthus himself recognized (see
“The Cook Framework,” above), however, these must be divided
into food and nonfood calories. Increases in food calories per unit of
land were quickly consumed when people converted the energy
windfall into more babies, but increases in nonfood energy capture
were not canceled out, and the archaeological record attests a strik-
ing accumulation across the past sixteen millennia. The upward
trend in figures 3.2 and 3.3 was interrupted by various collapses,
most strikingly after 1200 BCE, 200 CE, and 1300 CE, but each of
these wiped out only part of the preceding increase and proved
temporary.

ESTIMATES OF EASTERN ENERGY CAPTURE

Much less research has been done on Eastern energy capture than on
Western, and there is a particular dearth of quantitative estimates.
Yet while much remains to be done, the main outlines are reason-
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ably clear. At the end of the last Ice Age, around 14,000 BCE, per
capita energy capture in the most favored regions of the East was
rather similar to that in the West, at around 4,000 kcal/cap/day. For
geographical reasons (in this case, ecological differences that had led
to the evolution of more potentially domesticable species of plants
and anials in Western Eurasia than in Eastern), Eastern scores ini-
tially rose more slowly than those in the West, with the first clear
signs of cultivation and domestication of plants running about two
thousand years behind those in the Western core. The increase in
Eastern scores began accelerating by 3000 BCE. As in the West,
there was a serious collapse in the early first millennium CE. Eastern
energy capture quickly recovered, and was moving upward again by
400 CE, but did not reach the agrarian ceiling of roughly 30,000
kcal/cap/day until after 1000 CE. After another serious collapse be-
tween 1200 and 1400 CE the Eastern score returned to the agrarian
ceiling by 1600, passed it by 1700, and then grew rapidly (relative to
earlier periods) across the eighteenth, nineteenth, and twentieth cen-
turies. Table 3.4, figure 3.17, and figure 3.18 show my estimates for
Eastern energy capture since 14,000 BCE.

In comparative terms, the scores for the Eastern core seem to
have been lower than those for the Western core throughout prehis-
tory and antiquity and again in the nineteenth and twentieth centu-
ries CE, but were higher in what Western historians call the Middle
Ages and early modern times, from roughly the mid-first through
the mid-second millennium CE. Refining the comparisons, though,
is more difficult.

In this section I begin with the most recent period, since 1800
CE. Next, as I did in my analysis of Western energy capture, I jump
back in time to better-known periods (first the Song dynasty of 960-
1279 CE and then the Han dynasty of 206 BCE-220 CE) before
filling in the gaps. Finally I will turn to the prehistoric East.

THE REceNT PasT, 18002000 CE

As in the Western core, high-quality statistics are available for en-
ergy capture in 2000 CE, putting total food + nonfood per capita
energy capture in the Eastern core (in Japan) at about 104,000 kcal/
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Table 3.4
Eastern energy capture, 14,000 BCE-2000 CE
kcal/cap/ kcal/cap/

Date day Points Date day Points
14,000 BCE 4,000 4.36 500 BCE 21,000 22.88
13,000 BCE 4,000 4.36 400 BCE 22,000 23.97
12,000 BCE 4,000 4.36 300 BCE 22,500 24.52
11,000 BCE 4,000 4.36 200 BCE 24,000 26.15
10,000 BCE 4,000 4.36 100 BCE 25,500 27.79
9000 BCE 4,500 4.90 1 BCE/CE 27,000 29.42
8000 BCE 5,000 5.45 100 CE 27,000 29.42
7000 BCE 5,500 5.99 200 CE 26,000 28.33
6000 BCE 6,000 6.54 300 CE 26,000 28.33
5000 BCE 6,500 7.08 400 CE 26,000 28.33
4000 BCE 7,000 7.63 500 CE 26,000 28.33
3500 BCE 7,500 8.17 600 CE 27,000 29.42
3000 BCE 8,000 8.72 700 CE 27,000 29.42
2500 BCE 9,500 10.35 800 CE 28,000 30.51
2250 BCE 10,500 11.44 900 CE 29,000 31.06
2000 BCE 11,000 11.99 1000 CE 29,500 32.15
1750 BCE 13,000 14.17 1100 CE 30,000 32.69
1500 BCE 15,000 16.35 1200 CE 30,500 33.24
1400 BCE 15,500 16.89 1300 CE 30,000 32.69
1300 BCE 16,000 17.44 1400 CE 29,000 31.06
1200 BCE 16,000 17.44 1500 CE 30,000 32.69
1100 BCE 16,500 17.98 1600 CE 31,000 33.78
1000 BCE 17,000 18.52 1700 CE 33,000 35.96
900 BCE 17,500 19.07 1800 CE 36,000 39.23
800 BCE 18,000 19.61 1900 CE 49,000 53.40
700 BCE 18,500 20.16 2000 CE 104,000 113.33

600 BCE 20,000 21.79

cap/day'*®—less than half the 230,000 kcal/cap/day consumed in the
United States, but much higher than in any earlier period of Eastern
(or Western) history.

Reliable government statistics do not go back very far in the East,
and (as in the West) the problems are compounded by the scarcity of
quantitative data on biomass used for fuel, housing, clothing, and so
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on in peasant households.®” In 1900 Japan burned three million tons
of coal (roughly 500 kg of coal per person per year, or a little over
500 kcal/cap/day, as compared to 181 million tons = 4.36 tons/cap/
year = roughly 40,000 kcal/cap/day in Britain in 1903) and only a
tiny amount of 0il.'° Biomass use, however, became efficient as well
as intensive as population pressure increased across the eighteenth
and nineteenth centuries and the resource base was steadily de-
graded,'s' probably rivaling that in the advanced organic economies
of eighteenth-/nineteenth-century Northwest Europe. Put together,
these various sources suggest energy capture just under 50,000 kcal/
cap/day in the Eastern core in Japan in 1900 CE.
Early-twentieth-century peasant life in northern China is rela-
tively well documented.'®? Coal and bean curd fertilizer were widely
used in the nineteenth century. By 1900 living standards were typi-
cally lower than in Japan and in some places were actually falling,
but energy capture must have been well over 40,000 kcal/cap/day.
Standards of living in the nineteenth-century East (and particu-
larly China) have been intensely debated since the 1990s, to the
point that they have become the major battleground between long-
term lock-in and short-term accident theories of Western rule.'®
For most of the twentieth century, the dominant theory among his-
torians was that the Chinese economy had stagnated between 1400
and 1900. Angus Maddison, for instance, estimated that Chinese
GDP/cap rose from $450 to $600 (PPP, 1990 Geary-Khamis inter-
national dollars) between 1000 and 1500 CE, then stayed at $600 for
the entire period between 1500 and 1820. Similarly, Dwight Perkins
suggested that after vigorous growth and innovation during the
Middle Ages, agriculture reached its limits in Yuan dynasty times
(1279-1368 CE), and thereafter the best practices spread across
China from the agrarian core in southern China but few important
new techniques were added. Mark Elvin made a broader argument
that after coming close to an industrial takeoff in Song dynasty times
(960-1279 CE), China entered what he called a “high-level equilib-
rium trap,” in which traditional muscle- and water-powered tech-
nologies had become as efficient as they could get, but there were
insufficient incentives to make the leap to fossil-fuel technologies.
Implicitly or explicitly, views of this kind suggested that per capita
energy capture in the Eastern core barely changed between the es-
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tablishment of the Ming dynasty in 1368 and the intrusion of Euro-
peans in the 1840s.'6*

These theories came under serious attack in the 1990s, in part be-
cause the People’s Republic had opened many of its Ming-Qing ar-
chives to scholars in the 1980s.! Historians found abundant evi-
dence for economic change, especially in Qing times (1644-1911),
and Kenneth Pomeranz in particular argued that the trajectory in
the eighteenth- to nineteenth-century Yangzi Delta, the most eco-
nomically advanced part of China, had far more similarities with
than differences from the trajectory in Western Europe. The forms
of its proto-industrialization were similar, he argued, as was its in-
dustrious revolution. Pomeranz also suggested that living standards
were rising in Qing China despite rapid population growth, calcu-
lating that nineteenth-century Chinese adult males typically con-
sumed between 2,386 and 2,651 food calories per day, roughly the
same as those in Britain. Chinese consumption of sugar, tobacco,
candles, furniture, and meat also seems to have risen, and cotton
clothing spread throughout the population.'®

The older, more pessimistic picture of agricultural involution in
the East between 1400 and 1900 still has defenders, but as long-term
data on Eastern real wages and agricultural yields improve, it in-
creasingly looks as if some compromise between the two theories
makes most sense.!®” As the pessimists argue, output per agricultural
worker did decline between 1600 and 1800 (figure 3.19). It remained
very high, though, and as late as 1700, farm laborers in the Yangzi
Delta were probably more productive than those anywhere in
Europe.

By contrast, as the optimists suggest, real wages did increase
slightly in Beijing between 1738 and 1900 (figure 3.20), but they re-
mained very low, having far more in common with wages in back-
ward Southern Europe than those in dynamic Northwest Europe.
In 1738, real wages in Beijing, Shanghai, Suzhou, and Tokyo bought
less than half as much as wages in London or Amsterdam, but were
roughly comparable with those in Southern (Milan) or Central
(Leipzig) Europe. Eastern wages in fact remained very similar to
those in Southern European until 1918, but by 1820 Central Euro-
pean wages had pulled away and were gaining on those in Britain.
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Figure 3.19. Agricultural productivity in Europe and China, 1300-1800 CE. After Allen,
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Figure 3.21. Eastern and Western energy capture, 1800-2000 CE.

We can conclude that in 1800 energy capture in the Eastern core
was lower than in the Western core, but not much lower. By my cal-
culations, Western energy capture was around 38,000 kcal/cap/day
at that point. In the Eastern core agricultural output was high and a
great deal of coal was being used for heating and cooking, but there
was no steam power, and the real wage data suggest that overall liv-
ing standards were lower than in Northwest Europe. I suggest that
typical Eastern energy capture in the core (northern and coastal
China plus Japan) was around 36,000 kcal/cap/day. It could not have
been much above this level without catching up with Western en-
ergy levels, nor could it have fallen much below 36,000 kcal/cap/day
without sinking to the level of the Roman Empire, which seems
unlikely.

These figures suggest that energy capture in the Eastern core
began the modern period (for these purposes, around 1800 CE)
only slightly behind the West (figure 3.21). Contrary to the tradi-
tional/pessimistic view, the nineteenth century did see rising en-
ergy capture in the East, but the increase was much smaller than
in the West. Rather than an Eastern decline, the redistribution of
global power in the nineteenth-century West’s favor was driven by
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the Western takeoff. Likewise, the East’s growing global stature in
the twentieth century was driven not by a Western decline but by
the East learning to exploit fossil energy sources that had been pio-
neered by Westerners.

SonG Dynasty CHINA (960-1279 CE)

The Song dynasty probably saw the peak of premodern energy
capture in China. Population grew very rapidly, from around 50
million in the early tenth century to over 120 million by 1200, but all
the signs suggest that living standards and energy capture rose even
faster.

The clearest textual evidence comes from metallurgy, with its vast
demands for fuel. Fifty years ago the economic historian Robert
Hartwell reanalyzed Song tax receipts and argued that eleventh-
century iron production had been twenty to forty times greater than
historians had previously recognized. He calculated that in 1078
total taxed output was 75,000 to 150,000 tons, a twelvefold increase
over Chinese production in 850 CE. Moreover, Hartwell pointed
out, Chinese output in 1078 was roughly 2.5 times higher than that
of England and Wales in 1640, more than half as much as was pro-
duced in the whole of Europe in 1700, and about the same as was
produced in China each year between 1930 and 1934.1¢8

Hartwell’s analysis of the texts has been challenged, and in his vol-
ume of Science and Civilisation in China, Peter Golas suggested that
his iron output figures were off by an entire order of magnitude.'®’
More recently, however, Donald Wagner has concluded in his own
volume of Science and Civilisation in China that while Hartwell’s
readings of these difficult texts are flawed, his numbers must be
roughly right."”® The Chinese historian Qi Xia has independently
concluded that the enormous expansion of iron tools in farming
meant that the needs of eleventh-century peasant households must
have accounted for seventy thousand tons of metal per year;”! and
the state’s demand for iron coins and weapons may have been even
larger. Copper production was equally extraordinary, increasing
fivefold from 2,420 tons in 997 to 12,982 tons in 1070 —more than the
entire world would be producing in 1800 CE."”? In the eleventh and
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twelfth centuries the by-products of Chinese metalworking for the
first time left traces in the Greenland and Antarctic ice caps, just as
Roman silver processing had done a thousand years before.!”

Hartwell consistently likened the expansion of Song dynasty
metallurgy to that in England between 1540 and 1640, and suggested
that—like the English example—one consequence was the increas-
ing substitution of fossil fuels for charcoal in iron smelting. If Chi-
nese ironmasters had powered their foundries solely with charcoal,
in 1080 they would have needed to burn 22,000 mature trees, far
beyond what was available around Kaifeng. Instead, they learned to
smelt iron with coke and turned to large-scale coal mining. By 1050
so much coal was being mined that it was 30-50 percent cheaper
than wood for household cooking and heating. By 1075 Kaifeng had
special markets that dealt in nothing but coal, and government doc-
uments from 1096 discuss the coal supply without even referring to
wood as a heat source.”* Confirmation of this shift comes from re-
cent analyses of iron and steel artifacts found in Mongolia, on the
edge of the Song Empire, which show that coal replaced charcoal for
smelting in the tenth, eleventh, and twelfth centuries.!”

Unfortunately there are as yet no statistics from excavated ship-
wrecks, animal bones, and so on to parallel those from the Western
core between 900 BCE and 800 CE (see figure 3.5), but the qualita-
tive evidence from literature, art, and standing remains testifies to
the huge expansion of trade, commerce, and manufacturing and the
widespread use of spinning machines and water mills."”¢ The numer-
ous Song dynasty shipwrecks that have been looted off the Guang-
dong coast since the 1980s suggest that ships were becoming bigger
and cargoes richer, and in 2007 the properly excavated Nanhai 1 ship
confirmed this."”

Houses may also have become more substantial, and in twelfth-
century Hangzhou two-story buildings were the norm, in striking
contrast to older Chinese cities. Most people, however, probably
still lived in one- and two-room wooden huts.'”® There is some evi-
dence for the growth of mass markets for ceramics and other house-
hold goods, but I am not aware of any statistical studies of domestic
assemblages.

The eleventh and twelfth centuries certainly saw high (by pre-
modern standards) levels of energy capture, but it is difficult to fix
them in absolute terms. The scale of iron production and the pres-
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Figure 3.22. Song and modern energy capture in the East, 1000-1200 and 1800-2000 CE,
plotted against Western energy capture.

ence of Chinese pollution in the ice cores suggests that energy cap-
ture was somewhere around the level attained by the Roman Empire
a thousand years earlier (31,000 kcal/cap/day) or that reached in
Western Europe around 1700 CE (32,000 kcal/cap/day); the absence
of anything we might call an industrial revolution, however, sug-
gests that it did not approach what we see in Western Europe by
1800 (38,000 kcal/cap/day). I tentatively suggest that Song-era en-
ergy capture remained very slightly below Roman levels, hitting
30,000 kcal/cap/day in 1100 and perhaps nudging just slightly over
that figure by 1200 (figure 3.22). A figure slightly above Roman lev-
els, perhaps even matching the European score of 32,000 kcal/cap/
day in 1700 CE, seems equally plausible, but much higher or much
lower figures —reaching, say, 35,000 kcal/cap/day or sinking below
25,000 kcal/cap/day —seem very unlikely.

EarLY MoDpERN CHINA (1300-1700 CE)

In the 1960s and 1970s, economic historians regularly argued that
after significant increases in productivity and living standards in the
medieval period, Chinese agriculture and industry stagnated be-
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tween 1400 and 1800, and then actually went backward in the nine-
teenth century, under the impact of civil wars, mismanagement, and
Western imperialism.

There are several versions of this thesis. In his pioneering study
of agricultural output between 1368 and 1968, Dwight Perkins built
on John Buck’s interwar research to suggest that the fifteenth
through nineteenth centuries saw best farming practices spreading
from the Yangzi Valley to northern China and then, thanks to Qing-
era colonization, to Shaanxi and even farther west.!”? Perkins calcu-
lated that rice output in the Yangzi Delta had reached very high lev-
els by 1300;'% at 3.5 tons/hectare (t/ha) it was more than double the
level of English output by area in 1800 (1.7 t/ha), albeit only one-
third the level of England in 1800 when measured as output per
worker (0.3 t/ha vs. 0.92 t/ha). Chinese productivity also compared
extremely well to that of irrigated wheat farming in Roman Egypt,
which probably managed about 1.67 t/ha and 0.6 t/cap.!®! The spread
of best practices across China after 1400, Perkins suggested, enor-
mously increased aggregate output and even raised output per capita
by replacing worse practices with better, but the best farmers in the
nineteenth century were no more productive than the best farmers
of the fourteenth century.

Mark Elvin made a broader argument that after extraordinary in-
creases in energy capture in Tang-Song times, China entered a “high-
equilibrium trap” (figure 3.23) in the fourteenth century, in which
farming, industry, finance, and transport had reached the highest
levels possible with traditional means.!®? The only way to raise pro-
ductivity, Elvin argued, was by leaping to a fossil-fuel economy; but
because traditional techniques had reached such a peak of perfec-
tion, there were no incentives in the East for people to make the
kind of innovations that led toward an industrial revolution in the
West. In the short term, such innovations would actually have de-
creased output, which therefore ruled them out.

Both these approaches suggested that the Chinese economy stag-
nated for roughly four hundred years, which matched with conven-
tional mid-twentieth-century Western theories of a timeless, static
China.'® In the same spirit, Angus Maddison suggested that between
1500 and 1820 Chinese GDP/cap was stable at around $600, just half
the level in Britain in the year 1700, and, as noted above, Robert
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Figure 3.23. The “high-equilibrium trap.” After Elvin, Pattern of the Chinese Past.

Allen suggested that wages for Chinese urban unskilled workers
were relatively stable between 1738 and 1900 and that Yangzi Delta
agricultural output declined slightly between 1600 and 1800.!%

Since the 1990s challenges from Kenneth Pomeranz and others
have reopened the debate. My own calculations suggest that in 1200
Song dynasty energy capture was quite similar to that in the Roman
Empire (I suggested just over 30,000 kcal/cap/day) while in 1800 it
was just slightly lower than contemporary Western scores (I sug-
gested 36,000 kcal/cap/day). That would mean that energy capture
per person increased by 15-20 percent between 1200 and 1700. Since
so few historians have quantified their suggestions of rising living
standards in early modern periods, it is hard to know whether this is
closer to the Perkins/Elvin/Maddison/Allen view or the Pomeranz/
Wong view.

However, it also seems unlikely that the increase between 1200
and 1700 was smooth. Recent studies of the Yangzi Delta suggest
that some areas did experience great stability across these five hun-
dred years,'® but generally the thirteenth and fourteenth centuries
and (to perhaps a lesser degree) the seventeenth century were very
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Figure 3.24. Rhoads Murphey’s impressionistic graph of the rise of the West and decline of
the East, 1600-2000 CE. After Rhoads Murphey, The Outsiders.

traumatic. The thirteenth and fourteenth centuries in particular saw
massive population decline, destruction of cities, and collapse of
trade. I do not know of detailed studies of specific sectors of the
economy, but as a very approximate guess I suggest that after peak-
ing just over 30,000 kcal/cap/day around 1200, energy capture fell
by perhaps 5 percent (to, say, 30,000 kcal/cap/day in 1300 and 29,000
kcal/cap/day in 1400). That would lead to a rather faster period of
recovery between 1400 and 1800 than in the traditional model, add-
ing 20 percent to per capita energy capture across three centuries.

Future research may smooth out these guesstimates, but the over-
all picture seems plausible: Eastern energy capture grew steadily —
indeed, quickly by premodern standards—between 1200 and 1800;
but Western energy capture grew much faster. If this is correct, then
claims by historians such as Andre Gunder Frank and Rhoads Mur-
phey that an early-modern “decline of the East” was at least as im-
portant as an early-modern “rise of the West” in shaping nineteenth-
century Western rule must be mistaken, unless we find evidence that
before 1400 Eastern energy capture had risen to levels equivalent to
those of the nineteenth-century West, and then fell —which is, in fact,
exactly what Murphey’s graph (which has no numbers on the y-axis)
seems to show.'®

Figure 3.25 shows my estimates for Eastern energy capture in the
second millennium CE.
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Figure 3.25. Eastern energy capture in the second millennium CE.

Ancient CHINA (200 BCE-200 CE)

Ancient China under the Han dynasty (206 BCE-220 CE, conven-
tionally divided into the Western/Former Han period [206 BCE-9
CE], the Wang Mang interregnum [9-23 CE, also known as the Xin
dynasty], and the Eastern/Later Han period [23-22 CE]) was a huge,
complex agrarian empire, broadly comparable to the contemporary
Roman Empire.’¥” The first systematic comparisons of the Roman
and Han Empires have appeared only recently, however,'*$ and we
currently badly need thorough comparisons of the archaeological
data, preferably in quantitative form. Until such comparisons be-
come available, the estimates in this section necessarily remain very
impressionistic.

The most accessible surveys of the Han economy provide few sta-
tistics,'®? but textual sources and qualitative accounts of Han archae-
ology do allow for some tentative calculations. The most advanced
Han agriculture was in northern China, particularly the Central
Plain, but it sounds distinctly less advanced than the most productive
Roman agriculture. Texts and finds both suggest that even though
the most sophisticated Chinese ironworking outstripped anything in
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the Roman Empire by the first century BCE, iron tools spread only
slowly in first-millennium BCE Chinese farming.!® In 200 BCE
bronze, wood, and even bone and shell tools may still have been
more common than iron. The evidence for plows is debated, but
metal-tipped plows seem to have become common only in Eastern
Han times. Extensive use of plow oxen and brick-lined wells for ir-
rigation also seem to be Eastern rather than Western Han features.!”!
The literary sources also describe a series of improvements in farm-
ing instituted in Han times,'”? beginning with Zhao Guo’s “alternat-
ing fields method” around 100 BCE, but it is hard to know how
widely they were implemented. Many of the most productive tech-
niques and machines may have been restricted to Eastern Han elite
estates.

The impression—and it can be no more than that—is that Han
farming was less productive than Roman, and particularly less pro-
ductive than the advanced irrigation farming of the Nile Valley. Pro-
ductivity certainly rose between 200 BCE and 100 CE, and Jia Sixie’s
Essential Methods for the Common People, written in the 530s CE,
shows that techniques (especially in rice farming) continued im-
proving thereafter, even if organization and infrastructure broke
down.'” The texts collected by Hsu suggest that agriculture in Han
times was highly sophisticated but nevertheless less developed than
Chinese farming would be in Jia’s age, and probably also less devel-
oped than Roman farming.!'** Systematic comparisons of Han and
Roman skeletal evidence on stature and stable isotope analysis of
nutrition would be extremely useful.

I know of no comprehensive finds catalogues that would let us
directly compare the richness of material goods on settlement sites
in the Roman and Han Empires. Full publication of the recent exca-
vations at Sanyangzhuang, a village flooded by the Yellow River in
11 CE, will be particularly valuable. Immediately dubbed “the Asian
Pompeii,” the village demonstrates a level of preservation that is so
extraordinary that archaeologists have recovered the imprints of the
villagers® feet as they fled across their muddy fields. Less dramati-
cally, but more valuably, the brief reports available so far describe
the brick houses with clay roofs that were like slightly smaller ver-
sions of contemporary Roman houses. The villagers were well sup-
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plied with tools, many of them made from iron."”> Han houses in the
cities could certainly be quite sophisticated, judging from the clay
models that survive and other evidence for layout, but generally the
archaeological record points to somewhat simpler and poorer struc-
tures in Chinese cities than in Roman.!%

Literary records describe large-scale iron production, and a re-
cent excavation in Korea has uncovered impressive smelting facilities
constructed in the second century CE.'” Scheidel suggests that the
Roman monetary supply was roughly twice the size of that in the
Han Empire and that the largest Roman fortunes were also twice as
big as the largest Han."”® These statistics probably correlate only
loosely with per capita energy capture, but reinforce the impression
that energy capture was higher in the ancient West than in the ancient
East. Han energy capture also seems to have been lower than that in
Song times; at least there is no suggestion in the published Han evi-
dence of anything to compare with Song levels of coal and iron use,
road building, technological invention, financial instruments, or
long-distance trade. Trade with steppe nomads and Southeast Asia
did increase sharply in Han times,"” and, as mentioned in Why the
West Rules— For Now, by the second century CE direct trade con-
tacts probably existed between the Han and Roman Empires.?®

In the present state of the evidence, any actual numbers for Han
energy capture must be speculative. I have suggested that the figure
must be lower than the Western peak in Roman times (31,000 kcal/
cap/day) and the Eastern peak in Song times (estimated at 30,500
kcal/cap/day). The archaeological and textual records also suggest
that Han energy capture was higher than the West’s would be at the
trough of its post-Roman decline (25,000 kcal/cap/day in the eighth
century CE), and much higher than it had been at its Late Bronze
Age peak (21,500 kcal/cap/day around 1300 BCE). I have therefore
estimated a Han dynasty peak of 27,000 kcal/cap/day in the first
century CE, with a slight decline (to 26,000 kcal/cap/day) by 200
CE as organization and infrastructure broke down. The increase
during Western Han times seems to have been substantial; I suggest
that energy capture rose more than 10 percent across that period,
from 24,000 kcal/cap/day in 200 BCE to 25,500 kcal/cap/day in 100
BCE to the peak level of 27,000 kcal/cap/day in 1 BCE/CE and
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Figure 3.26. Ancient, medieval, and modern energy capture in the East, 200 BCE-200 CE
and 10002000 CE, plotted against Western energy capture.

100 CE. As noted above, these figures remain speculative and should
be corrected when better comparative archaeological data become
available; however, the Han peak seems unlikely to have been below
25,000 kcal/cap/day or above 29,000 kcal/cap/day.

Figure 3.26 shows the estimates for Eastern energy capture in the
periods 200 BCE-200 CE and 1000-2000 CE and compares the
curve with the Western scores for the past 2,200 years, showing the
Western core’s slight lead in antiquity and the Eastern core’s slight
lead in medieval and early-modern times, before the West’s indus-
trial takeoff.

BETWEEN ANCIENT AND MEDIEVAL (200-1000 CE)
The history of energy capture in the “Period of Disunion” (220-589

CE) is even more obscure than that of Han times. Mark Lewis has
recently published an invaluable survey of the period, and Al Dien
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has collected an equally helpful summary of the archaeological data,
but there have been very few quantitative studies.?!

As in the West, basic economic infrastructures broke down after
200 CE, even though agricultural technology probably improved.>*?
Jia’s Essential Methods displays more detailed knowledge of dry-
grain farming than any Han text, and also reveals deep knowledge of
rice agriculture being practiced in southern China. It seems that best
practices in rice farming steadily spread south of the Yangzi from
the third century CE onward, raising yields very significantly by the
end of the first millennium CE.?®

Economic infrastructure also improved, with paddleboats ap-
pearing on the Yangzi in the fifth century, water mills at Buddhist
monasteries being used by many households, and regional special-
ties like tea being traded widely. The state intervened drastically in
land ownership, most famously in the Equal Field System, but this
seems to have helped keep farmers on the land despite the upheavals
of the fourth to sixth centuries.?* Before the reunification of China
in 589 and the opening of the Grand Canal in the seventh century,
the post-Han economic recovery was largely restricted to the new
rice frontier in the south,?> while commerce declined in the north to
the point that coinage largely disappeared; but by 650 CE an empire-
wide economic revival was under way. Irrigation came into much
wider use, and enormous public markets are documented at
Chang’an and other large cities.?® The collapse of state power after
An Lushan’s revolt in 755 weakened the Tang dynasty’s control over
the economy, but any losses involved seem to have been outweighed
(particularly in the south) by the gains merchants made from being
freed from bureaucratic interference.??”

Most historians seem to agree that China saw rapid (by premod-
ern standards) economic growth between 600 and 1000 and was eco-
nomically more advanced than the West in this period.®® Elite
houses in Tang times were at least as impressive as those of the Han
era, and Buddhist and court art flourished.?®® However, Chinese me-
dieval archaeologists have so far concentrated rather heavily on art
history and architecture, and we have little evidence from which to
quantify what these changes meant for energy capture at the indi-
vidual level. If my estimates of energy capture at 26,000 kcal/cap/
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Figure 3.27. Three methods of estimating Eastern energy capture, 200-1000 CE.

day in 200 CE and just under 30,000 kcal/cap/day in 1000 CE are
roughly correct, then the seven centuries in between saw a roughly
15 percent increase. The impression created by the sources cited
above is that most of this increase came between 700 and 900; I have
consequently estimated that energy capture remained fairly flat at
26,000 kcal/cap/day between 200 and 500 CE, then rose to 27,000
kcal/cap/day in 600, rose again to 28,000 kcal/cap/day in 800 and to
29,000 kcal/cap/day in 900. Figure 3.27 shows these estimated scores
and the scores if energy capture actually increased steadily across
the period 200-1000 (either arithmetically or geometrically). The
differences are very small.

Figure 3.28 shows my estimates for East and West for the entire
period since 200 BCE. According to these calculations, Eastern en-
ergy capture overtook Western for the first time in history in 563
CE; otherwise, though, the history of energy capture was rather un-
eventful in the two millennia before 1800 CE. At both the Eastern
and the Western ends of Eurasia, large empires pressed against the
upper limits of what was possible in an organic economy,?'® but
could not break through. This is the reality that that underlay the
common perception in Eurasian cultures in these years that history
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Figure 3.28. Eastern and Western energy capture, 200 BCE-2000 CE.

was cyclical; up to a point, Eurasian elites were correct in thinking
that nothing changed very much.

LATE- AND PosT-IcE AGE HUNTER-GATHERERS
(ca. 14,000 BCE-9500 BCE)

My estimates of Late Ice Age and post—Ice Age energy capture in
the East depend heavily on the same research in primate energetics
and human evolution as the estimates for the West. Homo sapiens in
East Asia must have been capturing somewhere around 4,000 kcal/
cap/day in 14,000 BCE, otherwise they would have died out; and if
they had captured significantly more—even 5,000 kcal/cap/day—
we would be able to see it in the archaeological record, in the form
of more elaborate buildings, material culture, or expensive food cal-
ories. As it is, we see remarkably little change in the archaeological
record for nearly five thousand years.

In the Western core, energy capture was already increasing be-
fore the Ice Age ended, but in the East structural remains are com-
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pletely lacking from sites before 9000 BCE.?!! There is some evi-
dence for increasing exploitation of animal carcasses around 25 kya,
and crude, handmade, and low-fired pottery —the world’s earliest,
dating around 16,000 BCE —has been found at Yuchanyan Cave in
south China.?”? By 14,000 BCE pottery was also being made in north
China and the Russian Far East.?”® The invention of pottery proba-
bly means that new kinds of food, requiring boiling, were being
eaten, and wild rice (in the south) and wild millet (in the north) seem
likely candidates.

However, unlike the situation in the Western core, where rye
seeds become plumper at Abu Hureyra by 11,000 BCE, there is lit-
tle good evidence for increasing per capita capture of food calories
between 14,000 BCE and 9500 BCE.?"* At Diaotonghuan wild rice
was being gathered and brought back to the cave by 12,000 BCE,
well before the Younger Dryas cold period of 10,800-9600 BCE,
but seems to have disappeared during this mini-ice age, returning
only after 9600. There is as yet no evidence for cultivation of rice or
any other plant before the Younger Dryas. There must have been
other changes across these millennia, of course, but they seem to
have been cyclical and on a scale too small to measure. I therefore

estimate energy capture at 4,000 kcal/cap/day for the entire period
14,000-9400 BCE.

FroM FORAGERS TO IMPERIALISTS (9500-200 BCE)

As figure 3.29 makes clear, there is a wide gap to fill between the
reasonably secure estimate of energy capture for post-Ice Age
hunter-gatherers (4,000 kcal/cap/day) in 14,000-9500 BCE and the
next estimate, of 24,000 kcal/cap/day under the Western Han dy-
nasty in 200 BCE. We could simply assume a steady growth rate,
either arithmetic or geometric, across these 7,300 years, but the
combination of the actual archaeological and textual data, com-
paranda from economic anthropology, and comparisons with the
scores after 200 BCE allows us to be more precise (figure 3.30).

I divide the period into three phases, first briefly describing some
of the developments in each phase in general terms and then trying
to quantify what these changes meant for energy capture.
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ForaGERs AND FARMERS, 9500-2500 BCE

Archaeologists working in East Asia have often been eager to push
the dates of the origins of agricultural as far back into the past as
possible. The stone grinders and rollers found at north Chinese sites
such as Nanzhuangtou and Hutouling in Hebei as early as 9000/8500
BCE, for instance, have sometimes been treated as evidence of do-
mestication of millet, and in a recent article, Jia-Fu Zhang et al. have
even suggested that 25,000-year-old grinding stones from Long-
wangcan in the Yellow River Valley push the origins of Chinese ag-
riculture back deep into the Ice Age.?"> Analysis of starch residues
on Ice Age grinders dating back to 23,000 BCE in Europe, however,
has shown that these tools were used to grind wild plants into a
paste, to make a kind of preagricultural porridge or bread,?'® and
the same is probably true in China. Starches from ninth-millennium
BCE ground stone tools excavated recently at Donghulin suggest
that these too were used for wild plants, particularly acorns.?'” As
late as 6000 BCE acorns still predominated among the starches on
ground stone tools from Baiyinchanghan in Manchuria, and wild
foods continued to be important in diets in the Wei Valley long after
domestication had begun.?'$

The direct physical evidence for domesticated plants in East Asia
has become the subject of intense debate.?'? Since the 1980s it had
been a commonplace in Chinese archaeology that the rice husks
used as temper in pottery at Pengtoushan in the Yangzi Valley
around 7000 BCE must have been domesticated, and more recently
Jiang and Liu suggested that husk impressions and phytoliths from
Shangshan in the Yangzi Delta and Jiahu in the Huai Valley con-
firmed the domestication of rice by 7000 BCE.?2°

Comparing the evidence and arguments in China with debates
over the beginnings of agriculture in Southwest Asia, however,
Fuller et al. suggested that there must have been a long period of
cultivation of rice before fully domesticated forms evolved.??! They
argued that Jiang and Liu had been misled by the presence of imma-
ture spikelets, which would be very common among gathered wild
rice, and that the finds from Shangshan and Jiahu are wild. Fuller et
al. concluded that cultivation of rice got seriously under way only
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around 5000 BCE, perhaps in response to a decline in oak cover and
with it shortages of the previously important acorns. Fully domesti-
cated rice, they suggested, evolved only around 4000 BCE. They
suggested that the domestication of millet in northern China actu-
ally preceded that of rice in the south, with clear evidence for culti-
vated millet by 5500 BCE and domesticated plants by 4500.

Heated exchanges have followed.??? As so often is the case, there
seem to be valid points on both sides of the debate: if the cultivation
and domestication of rice began as late as Fuller insists, some of the
features of its dispersal across China would be hard to explain; yet if
cultivation and domestication began as early as Liu insists, the con-
tinuing absence of large, unambiguous samples would be equally
hard to explain. Further work will certainly resolve the point, and I
suspect it will confirm Fuller’s model of a long, drawn-out period of
cultivation, while probably also vindicating the traditional view that
much of the rice found at the waterlogged fifth-millennium site of
Hemudu was domesticated, and that cultivated rice was already
present at Jiahu, Diaotonghuan, and Pengtoushan in the seventh
millennium.

Our picture of the agricultural revolution in the Eastern core in
China is coming to look increasingly like that of the same phenom-
enon in the Western core in Southwest Asia, but beginning approxi-
mately two thousand years later. Just as in the West, it seems that the
decisive steps happened not in the great river valleys but in “hilly
flanks” surrounding them, that the dispersal took millennia and
combined emulation and migration, and that it was accompanied by
an equally lengthy “secondary products revolution.”??

This can best be seen in China in the evolution of agricultural
tools. At sixth-millennium Banpo, for instance, harvesting knives
made up less than one-third of the total tool assemblage, while at
fifth-millennium Miaodigou they had risen to more than half. At
Banpo, ineffective pottery blades outnumbered stone blades more
than 2:1; at Miaodigou, stone blades outnumbered pottery. At
Banpo, axes (necessary for felling trees in slash-and-burn agricul-
ture) outnumbered shovels (necessary for turning the soil in already-
cleared fields) more than 5:1; at Miaodigou, spades outnumbered
axes more than 4:1. The blades of Miaodigou spades were also typi-
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cally 50 percent longer (30 cm vs. 20 ¢cm) than those from Banpo,
suggesting that fifth-millennium farmers were turning soil more
deeply, improving aeration, than those of the sixth millennium.?**

Other categories of evidence support this picture of a drawn-out
secondary products revolution, such as new stable isotopic analyses
from north China showing that millet became a major food source
only after 5000 BCE, and evidence for the slow domestication of
animals in the Yangzi Valley.?®

The great difference between East and West, however, is that cul-
tivation and domestication seem to have begun in the Western core
some two thousand years earlier than in the Eastern core. Even if we
pass over the cultivated rye seeds from Abu Hureyra dating around
11,000-10,500 BCE (which apparently precede the Younger Dryas),
by 9500 BCE, immediately after the end of the Younger Dryas, cul-
tivated barley and wheat are unmistakable in the Western core. On
the present state of the evidence, it is hard to see cultivated rice or
millet in the East before about 7500 BCE (and even later than this in
Fuller is correct). Fully domesticated wheat and barley were firmly
established in the West’s Hilly Flanks by 7500 BCE, while domesti-
cated millet was not the norm in the East until 5500 and rice not
until 4500 (or 4000, according to Fuller). The secondary products
revolution, largely complete in the West by 4000 BCE, was still un-
folding in the East in the third millennium BCE. Not until 2500
BCE, for instance, do we find really convincing Eastern evidence of
classic agrarian gender structures, with men associated with outdoor
activities and women with those indoor.?26

As in the West, the Eastern increase in aggregate capture of food
calories went along with great population growth and a slow but
impressive increase in the per capita capture of nonfood calories.
The earliest houses known date around 8000 BCE, at Shangshan in
the Yangzi Delta; earlier sites have produced only hearths. House
sizes steadily increased, from the round, semi-subterranean huts av-
eraging just 4-6 m? at seventh-millennium Jiahu to the square,
above-ground buildings covering 30-40 m? at fourth-millennium
Dahecun. The largest structure at seventh-millennium Jiahu covered
10 m?, while fourth-millennium Dadiwan had “palaces” covering
150 m? and 290 m?, counting just the roofed space. The contents of
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houses also increased, slowly until the third millennium, but then
jumping sharply.??

ARrcHAIC STATES (cA. 2500-800 BCE)

The rate of increase in energy capture accelerated after 2500 BCE,
and particularly after 2000, with the emergence of more complex
societies. As in the West, there are no large-scale systematic collec-
tions or comparisons of skeletal data to document directly the im-
pact of archaic states on the human body, but there are other indica-
tions of change.

One is the spread of rice agriculture in northern China, particu-
larly after about 2300 BCE;**® another, the huge increase in animal
bones from settlements in the late third and second millennia. By
2000 BCE domesticated pigs regularly make up two-thirds of the
domestic faunal assemblages.??” The textual record also speaks of
various reforms in the organization of first-millennium BCE agri-
culture, which may reflect genuine changes. Mencius 3/1 (a philo-
sophical text composed around 300 BCE) speaks of the Well Field
System, supposedly instituted under the Western Zhou dynasty in
the early first millennium BCE, although Mencius’s account must
be an idealized version of a much messier reality.?>® Historians often
describe this land-tenure regime as a kind of feudalism, although
this does not seem entirely appropriate.?!

Overall, Eastern agriculture seems to have remained much less
productive (per unit of labor or land) than contemporary Western
practices. A few copper objects (mostly ornaments) are known from
third-millennium sites, but there are very few examples of metal ag-
ricultural tools before 800 BCE. Wood, stone, bone, and shell re-
mained overwhelmingly the most important materials in agriculture
down to 800 BCE, and until better evidence appears, we have to
conclude that agricultural output in the Eastern archaic states rose
more slowly than that in the irrigated farming systems of the West-
ern archaic states in Mesopotamia and Egypt.

Nonfood energy capture, however, does seem to have increased
strongly between 2500 and 800 BCE. Our picture is limited by ar-
chaeologists’ surprising lack of interest in post-Neolithic settle-
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ments in China (caused by an archaeological focus on elite tombs
and monuments rather than by scarcity of actual remains). The few
finds do show that by 800 BCE the size and quality of houses had
improved. Pit houses continued to be built, but more people lived
above ground, sometimes in substantial, rectangular houses with
trenched foundations, rammed earth or mud-brick walls, and lime-
plastered floors and wall skirting. Some houses had painted decora-
tion, while others were organized around spacious courtyards.
Finds of waterlogged carpentry in tombs also show that joinery
techniques improved drastically. The chronology of these develop-
ments remains unclear, but in broad terms we can be confident that
housing standards rose significantly between the late third and early
first millennium BCE.?*2

The quantity and quality of household goods also rose. Potters
were regularly using fast wheels in the second millennium, and silk,
lacquer, and jade became more common. The first copper objects
appear around 3000 BCE, almost certainly stimulated by knowledge
of Western metallurgy brought over the steppes.?* Metal seems to
have been very rare indeed until the early second millennium BCE,
when gigantic foundries appeared at Erlitou, Zhengzhou, and Any-
ang, casting weapons, some craft tools, and above all ritual vessels.
Well-preserved mines at Tongling attest to the scale of Chinese met-
allurgy as early as 1600 BCE.>*

The lack of good household archaeology means that we know
rather little about the everyday use of metals, though grave goods
and hoards seem to imply that bronze vessels did spread some way
down the social scale by 800 BCE. At the elite level, metal use was
enormous; the largest known ritual vessel, the twelfth-century BCE
Simu Wu square ding (probably looted from a royal tomb at Any-
ang), used nearly one ton of bronze.?*> After the Shang/Zhou transi-
tion in 1046 BCE the number of inscribed bronze vessels explodes,
probably testifying the to the emergence of a very wealthy aristoc-
racy.?® Archaeologists have also identified a “ritual revolution” in
the elite use of funerary bronzes in the ninth century, which seems
to have coincided with great advances in bronze working, including
use of the lost-wax method and welding.?”

Elite monuments also expanded enormously after 2500 BCE.
The largest sites of the late third millennium (sometimes covering
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200-300 ha) began to have stamped earth platforms that were often
more than two meters thick. The grandest of all these sites, at Taosi,
had a palatial enclosure covering five hectares as early as 2600 BCE;
by 2300 it was protected by fortification walls nine meters thick and
boasted a great circular monument and a palace with painted walls.?*

Beginning around 1900 BCE much bigger palaces were con-
structed at the probable Xia-Shang dynastic capitals of Erlitou and
Zhengzhou, and the thirteenth- through eleventh-century Shang
royal tombs at Anyang, although looted, are impressive by any stan-
dards.?® The Western Zhou palaces excavated to date are not quite
as grand as their Shang predecessors, although the remains from the
capital at Feng are still very substantial.** Wealthy burials also pro-
liferated after 1046 BCE.?*! The scale of elite ostentation and energy
capture may have leveled off between 1000 and 800 BCE, but was
nevertheless far higher than in 2500 BCE.

As in the West, the era of archaic states saw the first unambiguous
evidence for regional collapses, most obviously with the fall of Taosi
and the breakdown of the Shandong complex societies around 2300
BCE. Like the 2200 BCE and 1750 BCE collapses in the West,
though, the Taosi/Shandong decline had no obvious impact on en-
ergy capture, at least when measured on the coarse grain used here.

THE SPRING AND AUTUMN/WARRING STATES PERIOD (800-200 BCE)

The East experienced nothing like the catastrophic 1200 BCE col-
lapse in the West, which dragged the core’s energy capture down for
centuries. Eastern energy capture, by contrast, rose faster and faster.
As in the era of archaic states we are handicapped by the lack of syn-
theses of skeletal data and the scarcity of household excavations, but
again the evidence is adequate to establish a general picture.

The literary sources attest further changes in land tenure, partic-
ularly a shift toward private landholdings in the possession of le-
gally free peasants, taxed by the state, replacing the dependent peas-
antry working land for their lords. The first clear sign of this is a tax
on yields in the state of Lu in 594 BCE, and by the third century
BCE the shift to freehold was probably complete.?*? This change in
property rights probably encouraged more investment by the farm-
ers themselves; if so, higher yields may well have been the outcome.
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It also went along with the development of a sophisticated literature
on the theory and methods of farming, beginning with Li Kui in the
state of Wei around 440 BCE.2#

Textual evidence for multicropping seems to go along with the
new property regime. By 200 BCE it was apparently normal to ro-
tate two crops (wheat and millet in northern China, millet and rice
in the South), with occasional planting of legumes, potentially pro-
ducing three crops every two years. Some historians also argue from
the spread of names based on “ox” that draft animals also became
important (at least among the elite) in the mid-first millennium
BCE.?** We are on more certain ground, however, with the textual
evidence for massive state involvement in irrigation projects begin-
ning with the magistrate Ximen Bao in the state of Wei in the 430s.
All the Warring States invested heavily in canals to improve agricul-
tural output, culminating in Li Bing’s massive project for the state of
Qin in newly conquered Sichuan around 300 BCE.?#

Metal tools probably first began to be used on significant scales
only after 800 BCE. Li Xueqin and Donald Wagner have suggested
that bronze tools became more and more important in the lower
Yangzi area between 800 and 500 BCE, but some archaeologists re-
main skeptical.* By 500 BCE, however, iron was in use in China
(probably, like bronze technology, ironworking was initially trans-
mitted from the West across the steppes). Chinese smiths made rapid
progress, producing true steel in the sixth century and cast iron in
the fifth (European smiths would not master this technology until
the fourteenth century CE). By 200 BCE iron weapons had begun
to replace bronze and iron tools were definitely becoming more
common. Bronze industries continued to flourish, though, with a
sixth-century mine at Tongliishan displaying extraordinarily so-
phisticated construction in its timber-lined shafts and a huge, equally
impressive foundry at Houma.?¥

Commerce also accelerated in this period. Beginning with Zang
Wenzhong of the state of Lu in 625 BCE, ministers moved to abol-
ish customs posts within their states. Vassal states had to give guar-
antees not to interfere with traders, and water transport became in-
creasingly easy. Independent of developments in the West, Chinese
traders began minting and using bronze coins in the fifth century.
By 200 BCE, millions were in circulation.?*® Archaeologists in China
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have not yet quantified shipwrecks, animal bones, inscriptions, and
lead pollution in the same way as has been done in the West, but a
great increase in trade between 800 and 200 BCE nonetheless seems
very clear.

CALCULATING THE SCORES

Figure 3.30 shows three different ways of filling the gap in energy
capture estimates between 9500 and 200 BCE, by simply assuming
steady increases at arithmetic or geometric scales versus making es-
timates based on the actual evidence. Arithmetic increases seem
highly unlikely: the upper line in figure 3.30 would mean that the
increase in energy capture between the foundation of Jiahu around
7000 BCE and that of Hemudu around 5000 BCE was as large as
that between the destruction of Taosi around 2300 BCE and the Qin
irrigation of Sichuan around 300 BCE. That cannot be correct. We
should probably assume that the rise in energy capture was expo-
nential, with the exponent increasing through time.

All the challenges that applied to converting archaeological data
into consumption levels in the West also apply in the East, but com-
paring the Eastern and Western finds suggests that the East in fact
followed a trajectory very similar to that of the West. The major dif-
ference was that the East started down the path of cultivation and
domestication about two thousand years behind the West, and its
energy capture consequently ran behind the West’s. Initially, in the
foraging-to-farming era discussed in the “Foragers and Farmers,
9500-2500 BCE” section above, the gap seems to have stayed at
about two millennia. I suggest that Eastern energy capture increased
by roughly 50 percent, from 4,000 to 6,000 kcal/cap/day, between
9500 and 6000 BCE, and by 2500 BCE had risen by another 50 per-
cent, to 9,000 kcal/cap/day, as the secondary products revolution
ran its course. Eastern energy capture at this point, the age when
Egyptians were building the great pyramids, seems to have been
comparable to levels in the Western core around 4500 BCE, the age
when the West’s first large towns, like Tell Brak and Susa, were ap-
pearing (figure 3.31).

After 2500 BCE, though, Eastern energy capture grew much
faster. With such poor Eastern data we can speak only in terms of
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Figure 3.31. Eastern and Western energy capture, 9500-200 BCE.

general impressions, but it seems to me that by 2000 BCE, on the
eve of Erlitou’s takeoff, Eastern energy capture must have been
roughly comparable with where the Western core had been around
3500 BCE, in the age of Susa and on the eve of Uruk’s expansion
(i.e., 11,000 kcal/cap/day). In 1500 BCE, when the Shang were
building Zhengzhou, Eastern energy capture seems to me compara-
ble with the Western level around 2400 BCE, in the era of the Royal
Cemetery of Ur and Egypt’s great pyramids (14,000 kcal/cap/day).
By 1000 BCE, when the Zhou displaced the Shang, Eastern energy
capture strikes me as being comparable with that of the Western
core just one thousand years before, in the postcrisis recovery that
replaced Egypt’s Old Kingdom with the Middle Kingdom and Mes-
opotamia’s Ur III Empire with the Akkadian city-states (17,000
kcal/cap/day). By 500 BCE, though, the West’s collapse around
1200 BCE and slow recovery had narrowed the gap even further. I
would suggest that by 500 BCE, Eastern energy capture was compa-
rable to the West’s around 800 BCE, as the Assyrian Empire was
approaching the great crisis that drove it to shift toward high-end
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institutions (i.e., 21,000 kcal/cap/day)—which was also, of course,
the level that the West had reached around 1400 BCE, half a century
before Akhenaten and Nefertiti began their bizarre religious and
political experiment at Amarna.

These estimates will of course need to be tested against better evi-
dence (Western as well as Eastern) and for now can be nothing more
than conjectures. If they are in approximately the right range, how-
ever, they mean that after roughly doubling in six thousand years
between about 9500 and 3500 BCE, Eastern energy capture doubled
again in the two thousand years between 3300 and 1300 BCE, and
then rose another 50 percent in the eleven hundred years between
1300 and 200 BCE.

The Western collapse around 1200 BCE was the main factor in
shrinking the East-West gap to three hundred years by 200 BCE,
but the convergence had already begun long before then. In the
thousand years between 2200 and 1200 BCE, in fact, Western en-
ergy capture increased by just 31 percent, but the East’s rose by 52
percent. Why this happened is not entirely clear, although it does
now seem likely that the East learned bronze technology from the
West and obtained domesticated wheat from the same sources via
the agency of travelers over the steppes.?*” Whether this alone ex-
plains the East’s catch-up, or whether the Central Asian travelers so
well preserved as the Tarim Basin mummies transferred more tech-
nologies from West to East,”*° or whether as yet unidentified factors
caused Eastern society to evolve faster than Western in the archaic
states phase remains to be established.

ENERGY CAPTURE: Discussion

Figure 2.5, showing the shape of energy capture across the past six-
teen thousand years, shows the backbone of my argument in Why
the West Rules— For Now. The other dimensions of the social devel-
opment index—organization (measured through the proxy of city
size), war-making capacity, and information technology —are, after
all, simply ways of using energy; and although measuring energy
capture alone would not cover the full spectrum of ideas encapsu-
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lated in social development,' energy must be the central plank in
any index. I have therefore discussed the evidence for energy cap-
ture in more detail than that for the other three traits.

Clearly, much work remains to be done. Although energy cap-
ture is the backbone of history, our evidence for it is patchy and
imprecise. There are generally more data to work with in Western
history than in Eastern, and where quantifiable evidence does exist,
as in much of prehistoric archaeology, scholars working on the West
have usually produced more syntheses of the results than those
working on the East. In particular, scholars of the West have done
more household archaeology and more research on real wages.

As the evidence base improves, new findings will resolve some of
the questions raised here. For instance, in time we may be able to say
with more confidence whether the Roman peak in Western energy
capture came in the first century BCE or the first or second century
CE, and whether it really was higher than the Song peak in the East
(and whether that really came in the twelfth century). We should
also be able to document whether there really was a decline in en-
ergy capture in East and West alike in the early to mid-first millen-
nium CE, whether the Western crisis around 1200 BCE really did
drive down energy capture (as I suggest it did), and whether the
Western crisis around 2200 BCE and the Eastern one around 2300
BCE also drove down energy capture (as I suggest they did not).
Better evidence will inevitably strengthen some of the conclusions I
have reached and weaken others.

The overall pattern, though, seems to me to be grounded fairly
firmly in evidence, even if there is room to dispute any specific score.
Energy capture at the end of the last Ice Age was very low, not much
above 4,000 kcal/cap/day, and rose extremely slowly. There were
gains in food calories, but, as Malthus saw two centuries ago, these
were normally converted into extra bodies, which consumed the
gains and kept most people’s food consumption below 2,000 kcal/
cap/day. But as Malthus also saw, there were more substantial gains
in nonfood calories, and these accumulated over time. Total (food +
nonfood) energy capture consequently grew exponentially rather
than arithmetically, and the exponent increased over time.

In both East and West, we see knees in the curve around the time
of the beginnings of cultivation (ca. 9500 BCE in the West and 7500
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BCE in the East), the beginnings of domestication (ca. 7500 BCE in
the West and 5500 BCE in the East), the rise of archaic states (ca. 3500
BCE in the West and 2000 BCE in the East), the creation of empires
(ca. 750 BCE in the West and 300 BCE in the East), and above all the
rise of fossil-fuel industries (ca. 1800 CE in the West and 1900 CE in
the East). For roughly two thousand years, between the zenith of
the great ancient empires and the industrial revolution, energy cap-
ture was trapped under what I have called a “hard ceiling,” a little
over 30,000 kcal/cap/day. This, I suggested, marks the limits of what
is possible in agrarian societies. It also largely explains the pervasive
sense in the elite writings that survive from ancient and medieval
times that humanity had reached its peak, that history was cyclical,
and that the best times lay in the past—just as the explosive growth in
Western energy capture since 1700 CE largely explains the optimism
of so many European thinkers in the eighteenth and nineteenth cen-
turies and Americans in the twentieth and twenty-first.



CHAPTER 4

SOCIAL ORGANIZATION

METHODS, ASSUMPTIONS, AND SOURCES

A long tradition of research in the social sciences, and particularly in
archaeology, anthropology, economics, and urban studies, has dem-
onstrated the strong relationships between the size of the largest
settlements within a society and the complexity of its social organi-
zation.! The correlation is far from perfect, but it works well enough
at the coarse-grained level of an index of social development span-
ning sixteen thousand years.

City size also has the great advantage of being, in principle, con-
ceptually simple. All we need to do is (a) establish the size of the
largest settlements in East and West at each point in the past for
which an index score is being calculated, (b) establish the size of the
world’s largest city in 2000 CE, (c) divide the population of the larg-
est city in 2000 CE by 250 (the full complement of social develop-
ment points to be awarded on this trait), and then (d) divide the
populations of past cities by that number.

Opinions do vary among demographers on the size of the world’s
largest city in 2000 CE, depending on definitions of urban boundar-
ies and the reliability of census data; to establish a fairly uncontro-
versial baseline, I simply took the estimate of the Economist Pocket
World in Figures that Tokyo topped the league, with a population of
26.4 million, and that New York was the biggest city in the Western
core, with 16.7 million people.? There are plenty of other estimates I
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could have used, but no reliable figures seem to depart very far from
these numbers.

This starting point means that the East scores the full 250 points
for organization in 2000 CE, and that that a population of 106,800
scores 1 point. New York’s 16.7 million residents consequently
score 156.37 points for the West in 2000 CE. The smallest score I
considered worth recording, 0.01 points, required just over 1,000
people, which means that—unlike the energy capture scores—orga-
nization scores do fall to zero, becoming too small to measure be-
fore 4000 BCE in the East and 7500 BCE in the West.

The main challenges for calculating organization this way are em-
pirical. For early settlements we have to rely on archaeology and eth-
nographic/historical analogies. Estimates depend heavily on mea-
surements of settlement area and extrapolation from documented
densities. The anthropologist Roland Fletcher shows how much
densities vary,® although they do seem to follow general rules. In
some cases, such as classical Greece, estimates are probably reliable
within quite narrow margins of error; in others, like third and second
millennium BCE Mesopotamia, they may be less so.* On the whole,
well-documented premodern cities rarely have densities over 200/
hectare (ha), and numbers closer to 100/ha are more common. Occa-
sionally, premodern towns might go as high as 500/ha, but such den-
sities are exceptional and need very clear evidence. Very small villages
and select areas within twentieth- and twenty-first-century CE su-
percities, however, sometimes have densities well over 500/ha.

Beginning in ancient times, we get some contemporary literary
observations on city size, but these are often unreliable since the in-
habitants of ancient cities often did not themselves know how many
people lived around them. This means that archaeology and analogy
remain very important until the modern era—although since there
are no contemporary cities quite like premodern urban giants such
as Rome and Chang’an, analogies are more problematic for much of
the past three thousand years than for prehistory. In more recent
times, data on food imports sometimes survive, which give another
way to control population size; and in the most modern periods we
can draw on fairly accurate government statistics.

Several writers have offered overviews of urban history with
precise figures. Tertius Chandler’s Four Thousand Years of Urban
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Growth is an invaluable reference and is probably the most widely
cited work, although it provides few sources (an earlier version,
Three Thousand Years of Urban Growth, is better documented).’
There is room for debate over all estimates of premodern city size,
and in my opinion some of Chandler and Fox’s estimates are not
supported well by the data. Their figures for medieval Islamic cities
are particularly high, and, like many historians, they greatly exag-
gerate the size of ancient Greek cities, suggesting for example that
Athens had 155,000 residents in 430 BCE, rather than the 30,000-
40,000 that probably lived there.® Their estimates for medieval and
early modern China, however, do avoid the inflated numbers that
historians often propose.

While there would be some advantages to taking a single source
like Chandler and Fox’s Three Thousand Years of Urban Growth
and then relying on it consistently, the drawbacks seem to outweigh
them. The main advantage of relying on a single source is normally
that it makes errors more consistent and hence easier to compensate
for; however, in this case the errors seem to be rather randomly dis-
tributed. I decided instead to rely on what seemed to be the best ex-
perts for each time and place, cross-checking their scores to reduce
idiosyncrasies. I summarize these results for Western and Eastern
cities, in each case providing my sources, any particular problems
involved in the estimate, and, if the estimate is my own, my reasons
for choosing that figure, collecting my estimates for the West in
table 4.1 and for the East in table 4.2. Among archaeologists work-
ing on periods before 3000 BCE in the West and before 2000 BCE
and among historians working on the second millennium CE, it is
conventional to offer estimates for city sizes, even if they vary
widely, but unfortunately historians and archaeologists working on
periods between 3000/2000 BCE and 1000 CE are much more hesi-
tant to hazard concrete estimates.

ESTIMATES OF WESTERN CITY SIZES

For each date (every century back to 1400 BCE; every 250 years,
1500-2500 BCE; every 500 years, 2500-4000 BCE; every thousand
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Table 4.1

Western maximum settlement sizes, 8000 BCE-2000 CE

Date Settlement Size Points
8000 BCE  Mureybet perhaps 500

7000 BCE  Beidha, Basta, Catalhoyiik 1,000 0.01
6000 BCE  Catalhoyiik 3,000 0.03
5000 BCE  Tell Brak 4,000 0.04
4000 BCE  Uruk, Tell Brak 5,000 0.05
3500 BCE  Uruk, Susa, Tell Brak 8,000 0.09
3000 BCE  Uruk 45,000 0.42
2500 BCE  Uruk 50,000 0.47
2250 BCE  Akkad, Memphis 35,000 0.33
2000 BCE  Memphis, Ur 60,000 0.56
1750 BCE  Babylon 65,000 0.61
1500 BCE  Uruk, Thebes 75,000 0.7
1400 BCE  Thebes 80,000 0.75
1300 BCE  Thebes 80,000 0.75
1200 BCE  Babylon, Thebes 80,000 0.75
1100 BCE  Memphis, Thebes, Tanis 50,000 0.47
1000 BCE  Thebes 50,000 0.47
900 BCE Thebes 50,000 0.47
800 BCE Nimrud/Kalhu 75,000 0.7
700 BCE Nineveh 100,000 0.94
600 BCE Babylon 125,000 1.17
500 BCE Babylon 150,000 1.4
400 BCE Babylon 150,000 1.4
300 BCE Babylon, Alexandria 150,000 1.4
200 BCE Alexandria 300,000 2.81
100BCE  Alexandria, perhaps Rome 400,000 3.75
1 BCE/CE Rome 1,000,000 9.36
100 CE Rome 1,000,000 9.36
200 CE Rome 1,000,000 9.36
300 CE Rome 800,000 7.49
400 CE Rome 800,000 7.49
500 CE Constantinople 450,000 4.23
600 CE Constantinople 150,000 1.41
700 CE Constantinople 125,000 1.17
800 CE Baghdad 175,000 1.64

900 CE Cordoba 175,000 1.64
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Table 4.1 (continued)

Date Settlement Size Points
1000 CE Cordoba 200,000 1.87
1100 CE Constantinople 250,000 2.34
1200 CE Baghdad, Cairo, Constantinople 250,000 2.34
1300 CE Cairo 400,000 3.75
1400 CE Cairo 125,000 1.17
1500 CE Cairo 400,000 3.75
1600 CE Constantinople 400,000 3.75
1700 CE London and Constantinople 600,000 5.62
1800 CE London 900,000 8.43
1900 CE London 6,600,000 61.8

2000 CE New York 16,700,000 156.37

years before 5000 BCE),” I provide first my identification of the
largest city and estimate for its population, then my main source and
the number of points the city scores on the social development
index, then brief comments on conflicting estimates and the nature
of the evidence.

2000 CE: New York, 16,700,000;® 156.37 points. The Economist
Pocket World in Figures estimated the population of Mexico City in
2000 CE at 18,100,000 and that of Sio Paolo at 18,000,000, but New
York remains the largest city in the Western core (i.e., the United
States, the borderlands of Canada, and Northwest and Central
Europe).

1900 CE: London, 6,600,000;° 61.8 points. Chandler estimates
London at 6,480,000,'° and there seems to be general agreement
among urban historians on a figure around 6.5 million, based on
multiple kinds of official statistics.

1800 CE: London, 900,000;'" 8.43 points. There is a little more
debate about populations in 1800 CE than those for 1900, and some
sources put London a little lower.!? The evidence consists of a com-
bination of government statistics and eyewitness comments. The
next-largest Western city was probably Constantinople, which
Chandler puts at 570,000.
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1700 CE: London and Constantinople, 600,000;!3 5.62 points.
Chandler estimates Constantinople at 700,000 and London at
550,000; Bairoch suggests that Constantinople was the biggest city
in the world, with 650,000-1,000,000 people. John Haldon, codirec-
tor of the International Medieval Logistics Project, suggests that
Constantinople may have been closer to 700,000 people. The argu-
ments combine tax registers, records of food imports, records of
births and deaths, and the area covered by the cities.!

1600 CE: Constantinople, 400,000;!* 3.75 points. Eric Jones sug-
gests that Constantinople was 600,000; Chandler says 700,000; and
Bairoch says 650,000-1,000,000.' The evidence still consists mostly
of tax registers, records of food imports, records of births and
deaths, and the area covered by the cities, but its quality declines
sharply by 1600 CE.

1500 CE: Cairo, 400,000;'7 3.75 points. Frank says that Bairoch
estimated Cairo at 450,000, and Bairoch also suggests that Constan-
tinople had 300,000-500,000 residents, but John Haldon thinks that
so soon after the 1453 sack its population was just 100,000. The evi-
dence is still of the same types as for 1600 and 1700, but between
roughly 500 and 1500 CE there is much more debate on how to in-
terpret it. Historians of Europe and those of the Middle East also
sometimes use very different methods, often leading to unrealisti-
cally high estimates for Islamic cities, implying densities of 500-
1,000/ha. Historians of Muslim cities also tend to be more cautious
than European historians in hazarding estimates. Cairo seems to be
particularly problematic. The evidence consists mostly of military
registers, contemporary impressions, and the areas covered by the
cities, but there are many challenges involved in interpreting it.!*

1400 CE: Cairo, 125,000; 1.17 points. This is my own estimate,
based on comparison with the extremely high mortality rates in Eu-
ropean cities during the Black Death. Chandler suggested Cairo still
had 360,000 residents in 1400, but that would imply that the popula-
tion had fallen just 20 percent from its preplague peak of 450,000,
which seems inconsistent with the accounts offered by Abu-Lughod
and Dols. For the nature of the evidence, see under 1500 CE.*

1300 CE: Cairo, 400,000;2° 3.75 points. On the sources and diffi-
culties, see under 1500 CE.



150 x CHAPTER 4

1200 CE: Baghdad, Cairo, Constantinople, 250,000;' 2.34 points.
There is some disagreement over the populations of these cities, but
general consensus that all had populations between 200,000 and
300,000. Some estimates, however (particularly for Baghdad), go
much higher (see under 1000 CE).

1100 CE: Constantinople, 250,000;2? 2.34 points. Wickham also
suggests that Cairo reached 250,000 in the eleventh century.??

1000 CE: Cordoba, 200,000; 1.87 points. This is my own esti-
mate. Several estimates put Cordoba at 400,000-500,000. Chandler
also thinks that Constantinople’s population was 300,000 and Bagh-
dad’s 125,000. These estimates, however, all seem very high. Haldon
puts Constantinople at 150,000, and the settled area of Baghdad
(550-860 ha) seems too small for a population above 100,000. Cor-
doba covered roughly twice as large an area, and I therefore suggest
that its population peaked around 200,000 in the eleventh century.?*

900 CE: Cordoba, 175,000; 1.64 points. This is my own estimate.
Chandler estimates Baghdad at 900,000, Constantinople at 300,000,
and Cordoba at 200,000. Several other scholars also put the popula-
tion of Baghdad quite high, though nowhere near as high as Chan-
dler. Ira Lapidus, for instance, suggests 300,000-500,000, which
would require a population density of 350-900/ha. Chandler’s esti-
mate would call for a density of 1,050-1,600. Both these figure seem
extraordinarily high; other large preindustrial cities rarely managed
200/ha.?

800 CE: Baghdad, 175,000; 1.64 points. Again this is my own es-
timate. Baghdad clearly grew very quickly after its foundation in
762, and its population may have peaked before the sieges of 812—
813 and 865. Chandler estimates 700,000 for Baghdad, 250,000 for
Constantinople, and 160,000 for Cordoba. Again, these numbers
seem very high given the physical size of the cities and the generally
small populations in the Western core at this point, after centuries of
plagues. Haldon sets the population of Constantinople in 750 CE at
just 40,000-50,000.2¢

700 CE: Constantinople, 125,000; 1.17 points. My estimate, ex-
trapolated from Haldon’s figures for 500 and 750 CE. Constantino-
ple’s population clearly fell very steeply between 550 and 750 CE,
beginning with the Justinianic plague and accelerating after the Per-
sian Wars in the 610s and the breakdown of the Constantinople-
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Egypt grain trade in the 640s. Haldon estimates Constantinople’s
population at 40,000-50,000 in 750 CE, but the evidence does not
allow us to be sure how much of the fall came before 700 and how
much after. I assume that the most severe period of decline came
after 700, with the population falling just 15-20 percent in the sev-
enth century then a further 65 percent in the eighth century.?

600 CE: Constantinople, 150,000; 1.41 points. See discussion
under 700 CE.

500 CE: Constantinople, 450,000;% 4.23 points. Cameron and
Wickham suggest 500,000, and Chandler says 400,000. The argu-
ments depend heavily on our sources for the grain supply. Rome’s
population fell very quickly after the loss of North Africa in 439,
probably shrinking to just 20,000-40,000 by about 600 CE. Wick-
ham calls seventh-century Rome an “urban village.”?

400 CE: Rome, 800,000;* 7.49 points. The population of Rome
probably fell during the third century CE, but it is hard to say just
how much. It was clearly by far the biggest city in the Mediterra-
nean in the fourth century, though, and may have still had three
quarters of a million residents as late as the Vandal conquest of
North Africa in 439. After that, the population fell very sharply.
Wickham suggests a lower figure, of 500,000 in the early fifth
century.’!

300 CE: Rome, 800,000; 7.49 points. See under 400 CE. The
number of urban districts was lower in 300 CE than in 400, which
may mean that the population fell more sharply in the third century
than I have allowed for and then grew again during the fourth cen-
tury, but there is no way to be sure.

200 CE: Rome, 1,000,000; 9.36 points. Most scholars think that
Rome had a million residents by the late first century BCE, and that
the population stayed somewhere around that level until at least 200
CE, then declined significantly in the third century and dramatically
in the fifth.32 We probably cannot be more precise than that, though.
Some scholars suggest that Rome was much smaller, perhaps never
exceeding 500,000.* That is very much a minority view, however,
and 500,000 is probably the minimum possible number.** The argu-
ments depend partly on a separate set of heated debates over the
population of Italy as a whole (either 4-5 million or 12+ million)*
and partly on the density of population within the city itself.
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100 CE: Rome, 1,000,000; 9.36 points. This is the generally ac-
cepted figure for the first two centuries CE (see under 200 CE). It is
perfectly possible that the population kept growing until about 200
CE, but it probably never greatly exceeded a million.*

1 BCE/CE. Rome, 1,000,000; 9.36 points. See under 200 CE.

100 BCE: Alexandria, perhaps Rome, 400,000;* 3.75 points. The
grain trade statistics are again important.*®

200 BCE: Alexandria, 300,000;* 2.81 points.

300 BCE: Babylon, Alexandria, 150,000;* 1.4 points. Scheidel
suggests that Alexandria grew very rapidly after its foundation in
331 BCE and then slowed down in the third and second centuries
BCE.

400 BCE: Babylon, 150,000;*" 1.4 points. Estimates depend on
city size, densities, and interpretation of contemporary comments
by Herodotus and Aristotle. Some estimates for Babylon are lower;
Gates suggests 80,000, which seems reasonable to me for second-
millennium BCE Babylon, but may be too low for the mid-first mil-
lennium BCE.*#

500 BCE: Babylon, 150,000; 1.4 points. See under 400 BCE.

600 BCE: Babylon, 125,000; 1.17 points. My estimate, extrapo-
lated from estimates for 400 BCE and 500 BCE.

700 BCE: Nineveh, 100,000;* 0.94 points. Estimates once again
depend largely on guesses at densities and interpretation of contem-
porary comments such as Jonah (3:3, 4:11). Consequently, they vary
wildly; Akerman, for instance, suggests 300,000 at Nineveh, which
would mean a density of 630/ha.*

800 BCE: Nimrud (also known as Kalhu), 75,000; 0.7 points. See
under 700 BCE.

900 BCE: Thebes, 50,000;* 0.47 points. Egyptian written sources
during the Third Intermediate Period (ca. 1100-650 BCE) are par-
ticularly poor,* and archaeologists have rarely made settlement ex-
cavations of sites of this period a priority, so our estimates are par-
ticularly speculative.

1000 BCE: Thebes, 50,000;*” 0.47 points.

1100 BCE: Memphis, Thebes, Tanis, 50,000;* 0.47 points.

1200 BCE: Babylon, Thebes, 80,000;* 0.75 points. The residen-
tial areas of the New Kingdom city at Thebes and Bronze Age Bab-
ylon lie largely beneath the water table, which makes serious study
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difficult. However, Thebes was clearly much larger than the Middle
Kingdom city, which covered only about 50 ha and was probably
the world’s largest city between 1500 and 1200 BCE. Most of our
scanty information about Babylon comes from the early German
excavations in the Merkes neighborhood.*

1300 BCE: Thebes, 80,000;°! 0.75 points.

1400 BCE: Thebes, 80,000;°2 0.75 points.

1500 BCE: Uruk, Thebes, 75,000;> 0.7 points. Some estimates are
much higher; Christian, for instance, suggests that Babylon reached
200,000 people.*

1750 BCE: Babylon, 65,000; 0.61 points. My estimate. We remain
ignorant about the size and density of population in Hammurabi’s
Babylon (reigned 1792-1750 BCE on the “long chronology”),
which not only lies under the water table but also is buried under
first-millennium BCE Babylon. It was probably the biggest city in
the world, commanding an extensive empire.’® The remains of other
eighteenth-century BCE Babylonian cities suggest quite high densi-
ties, and a guess of around 65,000 will be in the right range, although
we lack information for a proper estimate.*

2000 BCE: Memphis, Ur, 60,000;%7 0.56 points. There is so much
disagreement over population densities in third-millennium BCE
cities (particularly in Mesopotamia)®® that most archaeologists avoid
offering numbers, and Chandler’s estimates have largely stood un-
challenged. That said, we can be fairly confident that no city had
100,000 people in the third or even the second millennium BCE, and
that the biggest cities were in the 50,000 + 15,000 range (i.e., 0.33—
0.61 points). The figures for Uruk, based on R. M. Adams’s survey,”
are probably more reliable than those for Memphis and Ur, and par-
ticularly than the guess for Akkad, which has not even been
located.

2250 BCE: Akkad, Memphis, 35,000;° 0.33 points. See under
2000 BCE.

2500 BCE: Uruk, 50,000;¢' 0.47 points. See under 2000 BCE.

3000 BCE: Uruk, 45,000;% 0.42 points. See under 2000 BCE.

3500 BCE: Uruk, Susa, Tell Brak, 8,000; 0.09 points. The num-
bers for Uruk and Susa are pure guesses, rather than proper esti-
mates. Uruk seems to have grown very rapidly between 3500 and
3000 BCE. It was clearly the largest settlement in Sumer in 3500,%
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but with the evidence currently available we cannot be very precise
about its population. The remains at Susa also show that it was a
substantial town, but given the poor quality of the nineteenth-
century excavations we are unable to put a precise population figure
on it. The recent excavations at Tell Brak suggest that it reached
10,000 people by 3000 BCE and had been very big—perhaps even
the largest settlement in the world—across much of the previous
two thousand years. However, no good estimates yet exist.*

4000 BCE: Uruk, Tell Brak, 5,000; 0.05 points. See under 3500
BCE.

5000 BCE: Tell Brak, 4,000; 0.04 points. See under 3500 BCE.

6000 BCE: Catalhoytik, 3,000;% 0.03 points.

7000 BCE: Beidha, Basta, Catalhoytk, 1,000;% 0.01 points. Jeri-
cho may have been roughly the same size, and there may also have
been some earlier settlements of roughly this scale; Maisels suggests
that Mureybet had 500-1,000 residents around 8000 BCE.*

8000 BCE: Probably no site in the Western core had as many as
500 people before 7500 BCE at the earliest, which means that none
reaches 0.01 points on the index, the smallest score I record.

ESTIMATES OF EASTERN CITY SIZES

2000 CE: Tokyo, 26,400,000;% 250 points. The largest city in China
was Shanghai (12,900,000; 120.79 points).

1900 CE: Tokyo, 1,750,000;%° 16.39 points. Some urban histori-
ans make slightly lower estimates,”® but there seems to be general
agreement on a figure in this area, based on multiple kinds of official
statistics from censuses, tax returns, food supplies, and military per-
sonnel. In China, the largest city was Beijing, with around 1,100,000
residents (10.3 points).

1800 CE: Beijing, 1,100,000;7* 10.3 points. Estimates for Qing-era
Beijing are based heavily on statistics for food imports, and vary
wildly. At different points, Braudel suggested 3 million or 2-3 mil-
lion. Chandler’s estimate seems more in line with social historians’
accounts of Qing Beijing.”
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Table 4.2
Eastern maximum settlement sizes, 4000 BCE-2000 CE
Date Settlement Size Points
4000 BCE Jiangzhai, Jiahu 300 0
3500 BCE Xipo 2,000 0.02
3000 BCE Dadiwan 5,000 0.05
2500 BCE Taosi, Liangchengzhen, 10,000 0.09
Yaowangcheng
2250 BCE Taosi, Liangchengzhen, 14,000 0.13
Yaowangcheng
2000 BCE Fengcheng-Nanshui 11,000 0.1
1750 BCE Erlitou 24,000 0.22
1500 BCE Zhengzhou 35,000 0.33
1400 BCE Zhengzhou 35,000 0.33
1300 BCE Zhengzhou 35,000 0.33
1200BCE  Anyang 50,000 0.47
1100 BCE  Anyang 50,000 0.47
1000 BCE Luoyi, Feng 35,000 0.33
900 BCE Luoyi, Feng 40,000 0.37
800 BCE Luoyi, Feng 45,000 0.42
700 BCE Linzi, Luoyi 55,000 0.51
600 BCE Linzi, Luoyi 65,000 0.61
500 BCE Linzi 80,000 0.75
400 BCE Linzi, Qufu, Luoyi, Xinzheng, 100,000 0.94
Wuyang
300 BCE Linzi, Qufu, Luoyi, Xinzheng, 125,000 1.17
Wuyang
200 BCE Chang’an 250,000 2.81
100 BCE Chang’an 375,000 3.75
1BCE/CE  Chang’an 500,000 4.68
100 CE Luoyang 420,000 3.93
200 CE Chang’an 120,000 1.12
300 CE Pingyang, Chang’an, Luoyang, 140,000 1.31
Xuchang, Ye
400 CE Pingcheng 200,000 1.87
500 CE Luoyang 200,000 1.87
600 CE Daxingcheng/Chang’an 600,000 5.63
700 CE Chang’an 1,000,000 9.36
800 CE Chang’an 1,000,000 9.36
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Table 4.2 (continued)

Date Settlement Size Points
900 CE Chang’an 750,000 7
1000 CE Kaifeng 1,000,000 9.36
1100 CE Kaifeng 1,000,000 9.36
1200 CE Hangzhou 1,000,000 9.36
1300 CE Hangzhou 800,000 7.5
1400CE  Nanjing 500,000 4.68
1500 CE Beijing 678,000 6.35
1600 CE Beijing 700,000 6.55
1700 CE Beijing 650,000 6.09
1800 CE  Beijing 1,100,000 103
1900 CE Tokyo 1,750,000 16.39
2000 CE Tokyo 26,400,000 250

1700 CE: Beijing, 650,000;* 6.09 points. Beijing’s population fell
sharply after the terrible sack of 1644, and in 1700 had probably not
yet returned to its 1600 level. Some historians, however, suggest
much higher figures.”

1600 CE: Beyjing, 700,000;7® 6.55 points. Some historians suggest
higher figures,’ but rarely provide evidence to support them.

1500 CE: Beijing, 678,000;7 6.35 points. Mote estimated the pop-
ulation of Nanjing and Beijing at about 1 million each through the
sixteenth and seventeenth centuries, but this seems unlikely, both
because it is very high (Beijing probably did not reach 1 million until
late in the eighteenth century) and because Nanjing is generally be-
lieved to have seen a roughly 50 percent population decline Beijing
replaced it as the capital in 1421, as Mote himself recognizes else-
where. Bairoch agreed with a lower estimate, thinking that Beijing
had at least 600,000 people in 1600.78

1400 CE: Nanjing, 500,000;° 4.68 points. Mote says that he
thinks Nanjing’s population was about 1 million, but his own rough
calculation actually produces a figure of 400,000-500,000.°

1300 CE: Hangzhou, 800,000;*! 7.5 points. Bairoch suggests that
four other Chinese cities around 1300 had populations in the
200,000-500,000 range while Hangzhou was “perhaps considerably
larger.” His calculations from the figures for rice consumption,
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however, point more precisely to 800,000, while Elvin calculates
600,000-700,000 from the rice figures. Rozman also thought twelfth-
century and thirteenth-century Hangzhou’s population was over
500,000, and could have been as high as 1 million. Kuhn and Chris-
tian also lean toward 1 million, and Skinner, 1.2 million.?2 I take the
higher figure of roughly 1 million for 1200 CE, and the lower figure
of 800,000 for 1300 CE, by which time population was falling across
China as a whole. The city was certainly the biggest in the world
when Marco Polo visited in the late thirteenth century,® but the fig-
ure implied by Marco’s comments—5-7 million—must be far too
high. There was probably no way Marco could have known Hang-
zhou’s population, beyond the simple fact that it was enormous
compared to European and Muslim cities of his day.

1200 CE: Hangzhou, 1,000,000; 9.36 points. See under 1300 CE.

1100 CE: Kaifeng, 1,000,000;% 9.36 points. Chandler and Bairoch
think Kaifeng was smaller (suggesting 400,000 and 400,000—450,000,
respectively), but this seems at odds with contemporary descrip-
tions of the city.*> Much of the uncertainty seems to revolve around
the question of which wards to count as “urban.” The New City
was built in 955 with a 27 km fortification wall (extended by 3.3 km
in 962), adding seventy-five new wards to the Old City’s forty-six,
but well before 1000 CE the population was spilling out beyond the
walls. By 1021 fourteen large new extramural wards had been recog-
nized. Official statistics say that 890,000 people lived in Kaifeng pre-
fecture around 980 CE, increasing to 1.3 million in 1103, with some
parts of the city achieving densities of 500/ha.* If we count only the
people within the fortification walls, Chandler’s and Bairoch’s esti-
mates are probably reasonable; if we count the whole population,
Mote’s, Skinner’s, and Kuhn’s preference for the official figures
seems sensible. I lean toward the latter, but given the ambiguities in
the data I simply make an approximate estimate of 1 million people.
According to the official figures, Hangzhou probably also had
800,000 to 1 million residents by 1100.%

1000 CE: Kaifeng, 1,000,000; 9.36 points. See under 1100 CE.

900 CE: Chang’an, 750,000; 7 points. My estimate. Chinese his-
torians rarely express opinions on Chang’an’s population around
900 CE. The bandit Huang Chao sacked the city repeatedly in the
late 870s, burning it to the ground completely in 880 and 883 and,
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not surprisingly, causing its population to go into sharp decline.
Prior to the late 870s Chang’an was certainly the world’s biggest
city. Benn suggests that its population reached 2 million, and Kuhn
suggests “more than one million people,” but it is hard to see how
even after the construction of the Grand Canal enough grain could
have been shipped to Chang’an to feed a population of the size pro-
posed by Benn.® Skinner’s suggestion that Chang’an probably had
around a million residents in middle Tang times seems more plausi-
ble, and I use that number for 800 and 700 CE.*¥ The city walls, en-
closing just over thirty square miles, could certainly have contained
a million people, but Benn’s 2 million would call for improbably
high densities. It is much less clear, though, how sudden the collapse
in population was from the 870s onward. Primary sources say that
the city was completely ruined when Emperor Xizong returned
there in 885, but that is clearly an overstatement because the dy-
nasty remained there for another twenty years, until the warlord
Zhu Wen ordered all the remaining buildings pulled down in 904. I
have assumed that Chang’an remained a major population center
until that point. If that is wrong, however, the East’s organization/
city size score in 900 CE must still have been high, since Luoyang
probably had 500,000-750,000 residents at that time. Wu Zetian is
supposed to have transferred 100,000 families to Luoyang when she
made it her home in the late seventh century, and Benn put the pop-
ulation as high as 1 million. Rozman, however, suggested 500,000
for Luoyang.”!

800 CE: Chang’an, 1,000,000;* 9.36 points. See under 900 CE.

700 CE: Chang’an, 1,000,000;% 9.36 points. See under 900 CE.

600 CE: Daxingcheng (renamed Chang’an by the Tang dynasty
in the seventh century), 600,000; 5.63 points. My estimate. The Sui
dynasty built Daxingcheng as their new capital with a walled area of
more than thirty square miles to accommodate the population of
about 1 million that it would have in the seventh century. When the
emperor took up official residence in 583, though, the city was still a
construction site, with many wards unoccupied. The population
must already have been very large in 600 CE, since many tens of
thousands of laborers would have been needed for the project, plus
families, not to mention plenty of officials and workers (plus fami-
lies), and thousands of monks and nuns at more than a hundred tem-
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ples and monasteries. Furthermore, when the Sui overwhelmed
southern China’s Chen dynasty in 589, enormous numbers of peo-
ple from the south were deported to Daxingcheng.**

500 CE: Luoyang, 200,000;% 1.87 points. Emperor Xiaowen of
Northern Wei relocated his capital from Pingcheng to Luoyang in
493, and according to the texts moved 150,000 warriors there by
495, granting them farmlands around Luoyang. The city grew much
more during the sixth century, perhaps reaching 600,000 people, like
Daxingcheng.”

400 CE: Pingcheng, 200,000 (my estimate); 1.87 points. There
were several large cities in northern China around 400 CE, but
Pingcheng (renamed Datong in 1048) was probably the biggest. The
texts say that in 398 CE, 100,000 Xianbei were forcibly relocated to
Pingcheng, and in 399, another 100,000 peasants from Henan and
2,000 wealthy ethnic Chinese families were taken there too. With
the partial exception of Ye, the archaeological evidence for cities in
the period 200400 CE is particularly poor.”

300 CE: Pingyang, Chang’an, Luoyang, Xuchang, Ye, 140,000
(my estimate); 1.31 points. It is difficult to define what exactly
counted as a city in the fourth and fifth centuries CE; North Chi-
nese cities were like giant encampments, with the major wars of the
period basically being slave raids in which warlords rounded up tens
of thousands of families and concentrated them in and around their
own fortress to work the abundantly available land.”® Pingyang,
Chang’an, Luoyang, Xuchang, and Ye all became large cities in the
years around 300 CE, probably somewhat bigger than the largest
cities had been around 200 CE and somewhat smaller than the larg-
est cities would be in 400 CE.

200 CE: Chang’an, 120,000 (my estimate); 1.12 points. In 190 the
warlord Dong Zhuo pillaged and destroyed Luoyang, moving its
population to Chang’an, and in 196 Cao Cao relocated the imperial
court to Chang’an (only for the court to move back to Luoyang as
soon as Cao Cao died). These cities were clearly much smaller than
Luoyang had been in 100 CE, let alone Chang’an in 1 CE.

100 CE: Luoyang, 420,000;% 3.93 points. Archaeologists and his-
torians have described the layout of the major Han cities in some
detail,'® but rarely offer population estimates. The accounts of the
excavated areas and surviving city plans make it sound like Chang’an
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and Luoyang (capitals for most of the periods 206 BCE-32 CE and
32-220 CE, respectively) had populations running into several hun-
dred thousands. The literary sources say that the Qin First Emperor
forcibly resettled 120,000 families in his capital of Xianyang in the
220s BCE and moved more people there to tend his tomb site in the
210s.1°! These figures may well be exaggerated, but Xianyang prob-
ably did have 200,000+ residents at the time of his death on 210
BCE, and the Han dynasty’s new capital at Chang’an was at least as
large. By the first century BCE Chang’an’s two main markets cov-
ered 50 and 25 ha, which similarly suggest a very large population.
The city covered an enormous area of 44.5 km?, but the density of
occupation within the excavated areas combined with Chang’an’s
notorious food supply difficulties suggests that it was never as pop-
ulous as contemporary Rome. I estimate that it probably peaked to-
ward the end of the Western Han dynasty (i.e., ca. 1 BCE/CE)
around 500,000 people, though the margin of error in this guess
could easily be 20 percent.

Estimates are complicated by the fact that the city also had satel-
lite cities around it, particularly those that grew up around the impe-
rial tombs, scattered for 30 km along the Zheng Guo canal and 20
km along the Ba and Chan Rivers. If we combine Chang’an itself
with these satellites, their total population may have surpassed
Rome, but since they appear to have been independent cities in every
way, I have not done that. There is also some evidence that Chang’an’s
growth slowed after 100 BCE, and that there was little new state
construction after Emperor Wudi’s death in 87 BCE.

Luoyang was smaller than Chang’an, but was apparently more
densely populated. I therefore make a slightly lower estimate for
Luoyang at its peak, of 420,000 people in 100 CE. Again, a margin of
error of + 20 percent seems plausible.

1 BCE/CE: Chang’an, 500,000 (my estimate); 4.68 points. See
under 100 CE.

100 BCE: Chang’an, 375,000 (my estimate); 3.75 points. See
under 100 CE.

200 BCE: Chang’an, 250,000 (my estimate); 2.81 points. See
under 100 CE.

300 BCE: Linzi, Qufu, Luoyi, Xinzheng, Wuyang, 125,000 (my
estimate); 1.17 points. The cities of the Spring and Autumn and War-
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ring States periods remain poorly known archaeologically, but it
seems clear that they increased steadily in size across the second half
of the first millennium BCE.!? The walls of the largest cities (Wuy-
ang [state of Yan], covering 27 km; Xinzheng [Zheng/Hann], 16 km;
Linzi [Q1], 15 km; Qufu [Lu], 14 km; Luoyi, later renamed Luoyang
[Zhou], 12 km) typically encompassed areas of 9-15 km?, suggesting
populations in the 100,000-200,000 range. However, some of the
cities clearly had large ceremonial and industrial areas, and (at least
at first) large areas were probably incorporated within the walls in
anticipation of future growth. The estimates that follow are my
own. The errors involved are probably larger than for Han cities,
and may run as high as + 50 percent.

The ancient literary sources are not very helpful; the $hi ji says
that Linzi in Qi had 70,000 households and boasted 210,000 adult
males.'® The city was so crowded, Sima Qian commented, that
“when [people] shake off sweat, it feels like rain.” His numbers
imply a total population of perhaps 350,000-750,000, which would
make Linzi’s population much bigger than contemporary Babylon’s.
This seems impossibly high, though, given the physical size of the
city; it would also mean that the populations of the largest Chinese
cities in fact did not grow between about 500 and 1 BCE, even
though the evidence suggests unequivocally that they at least dou-
bled and probably quadrupled in size across this period.

Bairoch suggested that four to six cities had populations over
100,000 during the Warring States period (480-221 BCE), which is
broadly in line with the estimates I make here.!%

400 BCE: Linzi, Qufu, Luoyi, Xinzheng, Wuyang, 100,000 (my
estimate); 0.94 points. See under 300 BCE.

500 BCE: Linzi, 80,000 (my estimate); 0.75 points. See under 300
BCE.

600 BCE: Linzi, Luoyi, 65,000 (my estimate); 0.61 points. The
evidence is even poorer for the first half of the first millennium BCE
than it is for the second half (or, for that matter, for the later second
millennium BCE). We can be certain that the biggest cities around
1000 BCE were smaller than those of those around 500 BCE, but we
cannot be sure how much smaller. I guess that the populations of the
earlier cities were roughly half the size of those of the later ones, but
everything depends on estimates of settlement size and density.



162 x CHAPTER 4

The data from the biggest cities (the Western Zhou capitals at
Feng and Hao in the Wei Valley, and the Eastern Zhou capital of
Luoyi [later renamed Luoyang]) are poor, restricted largely to elite
tombs and hoards of bronzes.!® The finds at Feng are scattered over
roughly 12.5 km? and those at Hao across some 6 km?, but only
small parts of these areas would have been built up. At Luoyi we do
not even know if the chance finds come from the city of Luoyi itself
or represent both Luoyi and Zhengzhou.

Von Falkenhausen suggests that “the Western Zhou capital in the
Plain of Zhou [i.e., the area of Feng and Hao] consisted of a fairly
haphazard agglomeration of major religious-cum-residential com-
pounds scattered over an area of perhaps 200 square kilometers,
with spacious tracts of agricultural land in between.”'% If this is cor-
rect, it implies not only that the population was relatively small, but
also that the settlement pattern may have been so dispersed that it is
misleading to talk of “cities” at all in early-first-millennium BCE
China. This issue also applies to the “cities” of the late second mil-
lennium BCE.

That said, there clearly are differences in the density of finds
across this 200 km?, and it seems reasonable to think (as first-
millennium BCE Chinese authors did) of Feng, Hao, and Luoyi as
distinct nuclei, even if they were not exactly “urban” in the sense of
having dense, continuous areas of housing.!”” I guess at 35,000 resi-
dents at Luoyi and Feng around 1000 BCE and perhaps half that
many at Hao. I think it is unlikely that Luoyi and Feng had as many
as 50,000 residents in 1000 BCE,'® given the amount of growth that
seems to have gone on in the first half of the first millennium BCE,
and that they had fewer than 20,000 residents. I therefore project the
biggest Eastern cities growing at a fairly smooth rate, slightly more
than doubling in population from about 35,000 people in 1000 BCE
to about 80,000 in 500 CE.

700 BCE: Linzi, Luoyi, 55,000 (my estimate); 0.51 points. See
under 600 BCE.

800 BCE: Luoyi, Feng, 45,000 (my estimate); 0.42 points. See
under 600 BCE.

900 BCE: Luoyi, Feng, 40,000 (my estimate); 0.37 points. See
under 600 BCE.



SOCIAL ORGANIZATION x 163

1000 BCE: Luoyi, Feng, 35,000 (my estimate); 0.33 points. See
under 600 BCE. Chandler suggests 50,000 people for Luoyi.!®

1100 BCE: Anyang, 50,000 (my estimate); 0.47 points. Anyang,
the final Shang dynasty capital, has been extensively excavated since
1928, although the walled city at Huanbei was located only in 1997.
Huanbei’s walls enclose 470 ha, and a population of 20,000-25,000
seems plausible, but other remains at Anyang sprawl across some 30
km?2.11° As in the early first millennium BCE (see under 600 BCE), it
becomes hard to define where the boundaries of a “city” are in such
a dispersed settlement system. My suggestion of 50,000 is therefore
somewhat arbitrary; defining the city very narrowly as just the
walled area could cut this estimate by 50 percent, while defining it
very loosely to include the suburbs could perhaps raise the total to
100,000 or more. A population of 50,000 would make Anyang as
large as Memphis in 1100 BCE; 100,000 would make it the biggest
city in the world in the thirteenth through eleventh centuries BCE. I
offer the figure of 50,000 as a middle ground between the very nar-
row and very loose definitions of the city.

Anyang was founded around 1300 BCE and by 1200 had clearly
become a major settlement (however defined). Given the uncertain-
ties of the estimate for 1100 BCE, there seems little point in com-
pounding the difficulties by offering a different estimate for 1200, so
I simply propose 50,000 for both dates.

1200 BCE: Anyang, 50,000 (my estimate); 0.47 points. See under
1100 BCE. The walled settlement at Sanxingdui may cover as much
as 350 ha,""" and might have been a rival to Anyang for population,
but it remains poorly known.

1300 BCE: Zhengzhou, 35,000 (my estimate); 0.33 points. The
site of Erligang at Zhengzhou was founded around 1600 BCE and is
usually assumed to be an early Shang dynasty capital."'? The walled
settlement covers 300 ha, but a larger peripheral wall encloses a total
of 1,300 ha. As with Anyang (see under 1100 BCE), there are two
challenges—first, to define what we mean by “city” in such a case
and, second, to calculate the density of occupation within the city.
Once again, my figure represents a middle ground between a mini-
malist definition, which might lead to a figure of no more than
15,000 people within the walled core, and a very broad definition,
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which might come to a number more like 50,000. Zhengzhou seems
to have been significantly smaller than thirteenth- through eleventh-
century Anyang; my estimate of 35,000 would make it about half
the size of contemporary Babylon or Thebes.

1400 BCE: Zhengzhou, 35,000 (my estimate); 0.33 points. See
under 1300 BCE. In the absence of detailed evidence, I propose the
same figure for Zhengzhou from the sixteenth through the four-
teenth centuries BCE.

1500 BCE: Zhengzhou, 35,000 (my estimate); 0.33 points. See
under 1400 and 1300 BCE.

1750 BCE: Erlitou, 24,000;'"* 0.22 points. Erlitou is much better
explored than the sites of 1500-500 BCE, and in phase III covered
roughly 300 ha. This estimate —even though Liu prefers to offer it as
merely the midpoint of a range of estimates, from 18,000-30,000—1is
probably the most reliable prehistoric demographic statistic in the
East. The figure of 24,000 represents about 80 people/ha, a low den-
sity by the standards of contemporary Western cities like Babylon,
but high relative to other prehistoric Chinese settlements.

2000 BCE: Fengcheng-Nanshui, 11,000 (my estimate); 0.1 points.
The settlement seems to cover 230 ha,'™* but remains poorly exca-
vated. I assume a low density of 50/ha.

2250 BCE: Taosi, Liangchengzhen, Yaowangcheng, 14,000 (my
estimate); 0.13 points. At its height, Taosi covered about 280 ha;'"> I
assume a density of 50/ha. Liu also comments that the largest chief-
doms of the Longshan period had perhaps 10,000+ members, which
might imply that we should use a lower density figure for Taosi
(where the remains are, indeed, extremely dispersed, even by the
standards of prehistoric Chinese settlements).!'® Recent studies sug-
gest that Liangchengzhen and Yaowangcheng may have been even
bigger than Taosi in the second half of the third millennium, reach-
ing 272.5 and 367.5 ha, respectively.'”

2500 BCE: Taosi, Liangchengzhen, Yaowangcheng, 10,000;'"®
0.09 points. Taosi was clearly smaller in 2500 BCE than its later
peak, but I am not aware of any good estimates of the difference. See
under 2250 BCE.

3000 BCE: Dadiwan, 5,000 (my estimate); 0.05 points. The settle-
ment covers roughly 100 ha, and I assume a density of about 50/
ha'll9
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3500 BCE: Xipo, 2,000 (my estimate); 0.02 points. The settlement
covers roughly 40 ha,'?® and I assume a density of about 50/ha.

4000 BCE: no settlement seems to have covered a large enough
area to have had a population of 1,000, the minimum number to reg-
ister on the index (0.01 points). In 4000 BCE Jiangzhai covered 5 ha,
but Liu calculates a density of 44-63/ha, meaning just 220-315 peo-
ple. Peterson and Shelach develop an interesting dynamic model of
the site’s population, which produces slightly higher numbers, but
still not much above 400 people.!?! Jiahu also covered around 5 ha as
early as 6000 BCE, but here too the density was very low. No other
site of the seventh through fifth millennia BCE seems to cover more
than 2 ha.

CITY SIZE: DISCUSSION

Crry SiZE AS A PROXY MEASURE FOR SOCIAL ORGANIZATION

At every point for which we have textual data (beginning in the third
millennium BCE in the West and the late second millennium BCE in
the East) until the twentieth century CE, the largest city in the world
was always an administrative center. At the beginning of the textu-
ally documented period, Memphis was the capital of Egypt and
Anyang was the capital of a Shang dynasty state; in the nineteenth
century CE London was the capital of the British Empire and Bei-
jing the capital of the Qing Empire. And if we press back in time
beyond Memphis and Anyang, there is a certain amount of evidence
that Uruk in the West and Zhengzhou (and probably Erlitou too)
were also the capitals of early states.'??

This observation seems to validate the choice of city size as a
proxy for social organization: through most of history, the size of
the largest city in a region has been a function of the scale of political
organization. In a previously published essay I suggested that this
was the case in the Greek world of the first millennium BCE,'? and
I would now extend this argument to premodern history as a whole.
Only in the twentieth century CE did economic sources of power
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trump political sources'? to such an extent that Washington, D.C.,
the capital of the world’s most powerful state, did not rank among
the world’s thirty biggest cities in 2000 CE, and Beijing, capital of
the most powerful state in the East, ranked only twenty-fourth.'?®
Throughout all previous history, city size has been a fairly direct
reflection of political organizational capacity.

Crry S1ZE/ORGANIZATIONAL CAPACITY
As A FuncTtioN oF ENERGY CAPTURE

In very general terms, the shapes of the history of energy capture
(figure 2.5) and city size/organizational capacity (figure 4.1) have a
certain amount in common. Both increased very slowly after the
end of the Ice Age, accelerating in the last few millennia BCE, and
then exploded in the nineteenth and twentieth centuries CE. In both
graphs, the Western score is higher than the Eastern for most of the
last ten thousand years. However, the differences between the two
graphs are just as interesting as the similarities.

Figures 4.2 and 4.3, respectively, plot Western and Eastern en-
ergy capture and city size (expressed in terms of points on the index
of social development) against each other on a log-linear scale (hg-
ures 4.4 and 4.5 show the same data on a linear-linear scale; the
same patterns are visible, though not as sharply as on the logarith-
mic scale). The most striking contrasts between the energy capture
and city size curves seem to be (a) that city size starts rising much
later than energy capture and (b) that city size is much more vola-
tile than energy capture. Both these contrasts can be explained very
easily: city size is a function of energy capture. Only when a certain
level of energy is being captured —somewhere around 7,000-8,000
kcal/cap/day —does the size of the largest settlements start to grow
noticeably; but once a community has passed this threshold, rela-
tively small changes at the margin of the energy capture budget
have massive consequences for the amount of energy available to
organize larger communities.

Consequently, both East and West went through similar episodes
of initial urbanization when energy capture reached roughly 11,000-
12,000 kcal/cap/day (around 3500-3000 BCE in the West and 2000—
1500 BCE in the East; figure 4.6). Both saw settlement size slump at
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Figure 4.1. Eastern and Western largest city sizes, 8000 BCE-2000 CE.
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Figure 4.2. Western energy capture plotted against city size on a log-linear scale, 14,000
BCE-2000 CE, measured in social development points.
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Figure 4.3. Eastern energy capture plotted against city size on a log-linear scale, 14,000
BCE-2000 CE, measured in social development points.
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Figure 4.4. Western energy capture plotted against city size on a linear-linear scale, 14,000
BCE-2000 CE, measured in social development points.
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Figure 4.5. Eastern energy capture plotted against city size on a linear-linear scale, 14,000
BCE-2000 CE, measured in social development points.
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the end of the third millennium BCE, in the crises associated with
the fall of Akkad, Ur, and the Egyptian Old Kingdom in the West
and Taosi and the early cities of Shandong in the East,!?¢ even though
the crises of these years had only a tiny impact on energy capture in
the West or the East.

The changes in the last three thousand years have been even more
spectacular (igure 4.7). In both East and West, the rate of increase in
energy capture accelerated in the first millennium BCE, but city
sizes grew even faster. Once again, there seems to have been a thresh-
old in energy capture, this time a little over 20,000 kcal/cap/day,
above which societies created cities of 100,000+ residents, and an-
other threshold, around 27,000 kcal/cap/day, above which supercit-
ies of 500,000 to 1 million people became possible. The great crises
of the early first millennium CE reduced energy capture in both
East and West much more sharply than any previous crisis (by
nearly 20 percent between 100 and 700 CE in the West and by nearly
4 percent between 100 and 300 CE in the East), but their impact on
city sizes was much greater— Western cities shrank by more than 85
percent between 200 and 700 CE and Eastern cities by more than 75
percent between 1 and 200 CE).

The East then saw a surge in city size in the mid- and late first mil-
lennium CE to rival that of Rome in the late first millennium BCE
when it had passed through the same 27,000 kcal/cap/day threshold:
Eastern energy capture increased by 13 percent between 500 and
1000 CE (from 26,000 to 29,500 kcal/cap/day), but the biggest East-
ern cities grew by 400 percent across the same half millennium (from
200,000 to 1 million residents). The wars that brought down China’s
Tang dynasty in the late first millennium CE barely touched energy
capture but did cause a short-term 25 percent dip in city size.

The energy capture—city size relationship continued operating
through the second millennium CE. The Second Old World Ex-
change of 1200-1400 CE drove energy capture down by 5 percent in
the East but halved the population of the largest city;'¥” in the West
it left energy capture untouched but cities shrank by almost two-
thirds.

The surge in energy capture since 1500 CE (and especially since
1800) had a predictably dramatic effect on city size. There seems to
have been another threshold somewhere around 45,000 kcal/cap/
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Figure 4.7. The size of the largest Eastern and Western settlements, 1000 BCE-1500 CE.
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day, which made multimillion-resident cities possible. The great
wars of the twentieth century devastated the East’s biggest cities, but
such 1s the volatility of city size that Tokyo and Beijing were bigger
than ever by the 1960s, while the West’s biggest cities (in the Ameri-
cas) remained entirely untouched by the wars.

MAaGNTITUDES OF CITY SI1ZE

The city-size data also suggest that different levels of social develop-
ment impose fairly firm orders of magnitude on settlement size. Pr-
estate agrarian societies (as found in the Western core before 3500
BCE and in the Eastern before 2000 BCE) do not seem to be able to
support settlements of more than roughly ten thousand people;
agrarian states (which dominated the Western core between the
fourth and early first millennia BCE and the Eastern core between
the early second and mid-first millennia BCE) do not seem to be
able to support settlements of more than roughly a hundred thou-
sand people; and agrarian empires (which dominated the Western
core between the mid-first millennium BCE and late second millen-
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Figure 4.8. Largest known settlements and levels of community organization since the Ice
Age.

nium CE and the Eastern core between the late first millennium
BCE and late second millennium CE) do not seem to be able to
support settlements of more than roughly a million people. Indus-
trial societies, however, can support cities of more than 25 million
(figure 4.8).

The neatness of the premodern orders of magnitude of course
depends in part on the roughness of the quantitative estimates (the
flat tops on the lines in figure 4.7 illustrate neatly the vagueness of
our knowledge; Rome, Chang’an, Kaifeng, and Hangzhou could
just as easily have had 800,000 or 1.2 million residents as the 1 mil-
lion that the graph ascribes to them). However, the consistency of
the results does suggest a hypothesis that would be worth testing
against data from other parts of the world —that without the energy
windfall provided by fossil fuels, and the associated organizational
and technological gains, no one would be living in cities that grew
much beyond a million residents. We have yet to see what limits our
current level of development imposes on settlement size and whether
we will transcend those limits.!?®



CHAPTER 5

WAR-MAKING CAPACITY

MEASURING WAR-MAKING CAPACITY

Nothing made Western domination of the world quite so clear as the
First Opium War of 1840-42 CE, when a small British fleet shot its
way into China, threatened to close the Grand Canal that brought
food to Beijing, and extracted humiliating concessions from the
Qing government. According to Lord Robert Jocelyn, who accom-
panied the fleet, “The ships opened their broadsides upon the town
[of Tinghai], and the crashing of timber, falling houses, and groans
of men resounded from the shore. The firing lasted form our side for
nine minutes. . . . We landed on a deserted beach, a few dead bodies,
bows and arrows, broken spears and guns remaining the sole occu-
pants of the field.”!

The Chinese learned the lesson well. “Every communist must
grasp this truth,” Mao Zedong would say a century later: “political
power grows out of the barrel of a gun.”? It was ever thus, and
the capacity to make war has always been a crucial part of social
development.?

Fortunately for the index, a combination of factors—historians’
obsession with recording wars, compulsive military record keeping,
artistic patrons’ fondness for being portrayed as warriors, the wide-
spread practice of burying dead men with arms and armor, the ar-
chaeological visibility of fortifications—means that we are relatively
well informed about some aspects of war in many historical con-
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texts. Our problems with quantifying war-making capacity come
more from conceptual challenges than from lack of data.

Attempts to measure war-making capacity are as old as war itself.
Nearly all decisions to go to war involve some kind of assessment of
societies’ relative military power (even if aggressors regularly over-
estimate their own strength while defenders regularly underestimate
theirs), and in the twentieth century a string of military profession-
als and outsiders have tried to develop algorithms allowing generals
to predict the outcome of conflicts.

The first, and in some ways most influential, of these quantifiers
was the polymath Frederick William Lanchester. In addition to
being one of Britain’s most important automotive engineers, Lan-
chester wrote a pioneering book on air warfare,* proposing a series
of differential equations to predict the outcomes of dogfights. Since
then, Lanchester equations have been developed into a general quan-
titative approach to attrition in battle.?

The Lanchester equations have been criticized repeatedly for
their unrealistic assumptions. In the 1970s and 1980s, retired U.S.
Army colonel Trevor Nevitt Dupuy developed a much more com-
plex Quantified Judgment Model, employing no fewer than seventy-
three variables; but in the last decade, much simpler—and much
more convincing —alternatives have been developed.

All these approaches have been designed to quantify potential fu-
ture conflicts, and have been tested against data from actual histori-
cal conflicts.” Comparing war-making capacity between societies in
different historical periods or so widely separated by geography
that they never come into contact, which is what the social develop-
ment index needs to do, presents much greater problems. Military
professionals often use the “rock-paper-scissors” children’s game to
describe how fighting systems work: system A (say, infantry with
muskets) might be superior to system B (say, cavalry with sabers),
and system B superior to system C (smoothbore artillery); but sys-
tem C can simultaneously be superior to system A. Because military
capacity is always context dependent (i.e., armed forces are created
to fight specific kinds of enemies, under particular geographic and
political conditions, and armed forces that do well against one kind
of enemy may do much less well against other kinds of enemies),
comparisons ranging widely across time and space are necessarily
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much more abstract than similarly broad comparisons of energy
capture or city size.

Comparisons of war-making capacity must come down to mea-
suring the destructive power available to societies. By “destructive
power” I mean the number of fighters they can field, modified by
the range and force of their weapons, the mass and speed with which
they can deploy them, their defensive power, and their logistical ca-
pabilities. Moreover, these basic facts—which are reasonably well
documented for many times and places—must be combined with
estimates of less well documented but equally important factors,
such as morale, leadership, command and control, clear understand-
ing of strategic, operational, and tactical principles, and organiza-
tional learning ability, as well as the broader parameters of the econ-
omy, logistics, ideology, and politics.

The technical problems are daunting, but since the late nineteenth
century war gamers (both military professionals and amateurs) have
been struggling to find ways to reduce the bewildering complexity
of reality to numerical values that can be compared.® On the whole,
the military historian Philip Sabin is probably correct that commer-
cial war games generally try to reproduce too much detail, but, much
like the social development index, the great contribution of the
games is that they make assumptions explicit.

Some game systems come in multiple versions, simulating fight-
ing in different times and places, providing an excellent starting
point for thinking about war-making capacity across time and space.
The GMT Games series Great Battles of History, for example, in-
cludes variants for second-millennium BCE chariot battles in South-
west Asia, the Roman Republic’s wars in the third and second cen-
turies BCE, battles in Indiain the same period, and thirteenth-century
CE Mongol battles.” At the tactical level, at least, it allows thought-
provoking comparisons—although, like any such system of rules,
its greatest value may lie in the questions it raises when the system
seems not to work well.

In principle, the transhistorical comparisons required by the so-
cial development index should be no different from comparison of
actual historical contexts, but in practice the sheer scale of change
over time—and the fact that so-called revolutions in military affairs
are often designed explicitly to produce war-making systems that
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are simply incomparable with earlier systems—vastly complicates
matters. The most famous example is HMS Dreadnought, the mas-
sively armed and armored battleship introduced by Britain in 1906
with the aim of rendering all previous warships obsolete—only for
naval tactics to evolve to fit this new weapon into a system in which
older kinds of warships remained important.!®

The same is true even of the deadliest modern weapons of all,
nuclear arms. Nuclear weapons are far more destructive than non-
nuclear weapons, but they are not incomparably more destructive.
The very fact that the force of nuclear weapons is measured in kilo-
tons and megatons—thousands/millions of tons of TNT equiva-
lent—illustrates this.

The destructive power of nuclear-armed states dwarfs anything
in earlier history. In three years of bombing, 1942-45, the U.S.
Eighth Air Force dropped 700,000 tons of TNT on Germany; on
Halloween 1961, the Soviet Union tested a single bomb (the so-
called “Tsar Bomba”) with a yield equivalent to 50-57 million tons
of TNT. By 1966 a single Soviet SS-9 Model 2 missile could carry a
warhead equivalent to 25 million tons of TNT, more than thirty
times the destructive power of all the bombs the United States
dropped on Germany in World War II; and by the 1970s the Soviet
Union had deployed 255 of these ICBMs.!!

Nevertheless, the destructive force of nuclear weapons does re-
main measurable on the same scales as conventional weapons, just as
the poisoning effects of radioactive fallout can be measured in rads
and compared with the smaller poisoning effects of chemical and
biological weapons.”? And like the dreadnought-class battleships
built after 1906, nuclear weapons have been fitted into broader war-
making systems that continue to rely on weapon types (albeit in
much more effective forms) that were in use before 1945. Nuclear
war is unimaginable but not unmeasurable.!?

The biggest difficulty that the index of social development has in
measuring war-making capacity is in quantifying the relationship
between the armed forces of 2000 CE and those of earlier periods.
The leap in capacity between 1900 and 2000 was so enormous that it
is difficult to measure, and similar difficulties, though on a less enor-
mous scale, also apply to the leap between 1800 and 1900.

On the one hand, this means that if we assign the maximum 250
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points on the scoring system to the West in 2000, there will be a wide
margin of error in percentage terms in estimates of war-making ca-
pacity in 1900, let alone in 1800 or any earlier period. On the other
hand, because the gulf between modern destructive power and that
in earlier periods is so enormous, the pre-1800 CE scores will be
tiny, meaning that in terms of actual points on the social develop-
ment index the margins of error will also be tiny. As we will see, the
answers that I offer to these questions mean that no war-making
system before 1600 CE merits even 0.2 points (i.e., less than one
one-thousandth of the contemporary score), and very few before
1500 CE even reached 0.1 points. War-making capacity, like city
size/social organization, is a function of energy capture, surging up-
ward with relatively small changes on the margin once energy cap-
ture reached 100,000 kcal/cap/day. The main contribution that mea-
suring war-making capacity makes to the social development index
is to underline the vast gulf separating industrialized twentieth- and
twenty-first-century societies from all previous societies.

WESTERN WAR-MAKING CAPACITY

THE TWENTIETH-CENTURY TRANSFORMATION

There are many assessments of modern Western military power. I
rely mainly on the annual Military Balance volumes of the Institute
for International Strategic Studies, which provide data on national
spending, force strengths, quality, and logistics.'

Even before the post-September 11 buildup began, U.S. military
power dwarfed all rivals, and in 2000 CE it earned the West the full
complement of 250 points. Plenty of other nations had more men
and women under arms than the United States, and Russia’s nuclear
arsenal was roughly twice as large as the United States’,"” but Amer-
ican advantages in every other dimension of war making hugely
outweighed these imbalances. American troops were far better
equipped and supplied than those of any other nation, and were bet-
ter trained and led than those of most nations. They were also vastly
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more mobile, with America’s eleven carrier battle groups completely
dominating the world’s oceans and the U.S. Air Force doing the
same in the skies. U.S. nuclear warheads and launch vehicles were
also more reliable and generally more powerful than their Russian
counterparts.

The greatest difficulty in quantifying war-making capacity comes
as soon as we move back from 2000 to 1900 CE. Data on Western
European armed forces in 1900 are good, and easily available, but
calculating a score for the West 1900 relative to the West in 2000 is
very difficult because the gap between the military systems is so
enormous.'®

Armies were bigger in 2000 than in 1900, although not dramati-
cally so (the biggest standing army in 2000, China’s People’s Libera-
tion Army, had about 2.25 million active troops and 1.2 million re-
servists; the biggest in 1900, Russia’s, had 1.16 million of all classes).
In some respects the basic weapons were also similar—the British
Lee-Enfield rifle, introduced in 1895, had an accurate range of about
500 meters and a muzzle velocity of 733 meters/second (m/s), while
the M16 rifle (introduced in the U.S. Army in 1963 but still, in mod-
ified forms, the normal weapon in 2000) is accurate at 550-800 me-
ters and has a muzzle velocity of 948 m/s. However, the similarities
are dwarfed by the differences: the M16 can discharge 700-950
rounds per minute, while the Lee-Enfield normally managed 20-30
(the record, under test conditions, was 38 rounds/minute). An ordi-
nary M16 or Kalashnikov AK-47 shoots faster than the best heavy
machine guns of 1900 (the Maxim gun managed just 450-600
rounds/minute).”” The first weapon vaguely equivalent to an M16 or
AK-47—the German MP18 submachine gun—was not introduced
until 1918.

Military historians normally date the advent of modern artillery
to the “French 75,” introduced in 1897. This was a 75 mm rifled can-
non with a long recoil mechanism, which meant that the gunners did
not have to relay their weapon after each shot. The gun could fire at
the astonishing rate of fifteen shells per minute, with a range of 7.5
km. More complex modern artillery fires much more slowly, and the
U.S. Army’s newest howitzer—the 155 mm M777, introduced in
2005 —manages only 2-5 rounds/min; however, the titanium gun is
so light it can be airlifted, has a range of 24-30 km, and, when used
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with Excalibur GPS ammunition, has a circular error probable at 24
km of just 5 m (i.e., 50 percent of the shells will land within 5 m of
the target). The revolution in guided weapons since the 1980s has
made each modern cannon worth dozens of 1900-era guns, and ad-
vances in mechanization of transport, communications, and elec-
tronic warfare have been equally spectacular.!®

On the seas, the greatest weapons in 1900 were new steel-armored
steam-powered battleships (the word “battleship” was first used in
1892), typically displacing 15,000-17,000 tons, sailing at 30 km/h
(16 knots), and carrying four 12 in. guns that could hurl a 400 kg
shell nearly 23 km. After 1906 the dreadnoughts not only added
heavier armor and six more 12 in. guns but also raised speeds to 21
knots, and after 1911 navies shifted from coal to oil. Each of these
changes had revolutionary consequences; but even so, the disparity
between any of these ships and contemporary American Nimitz-
class nuclear-powered aircraft carriers (displacing 100,000 tons, with
a top speed of 56 km/h [30 knots], able to go 20 years without refu-
eling and carrying 90 aircraft with a strike range of more than 700
km) dwarf all the differences between successive types of early-
twentieth-century warships.

The most astonishing part of the twentieth-century revolution
in warfare has surely been what has happened in the skies. The first
military use of a plane was in 1911, when Italy used bombers and
reconnaissance flights against Turkey. The gulf between these early
efforts and the most sophisticated military planes in 2000 (e.g.,
the B-2 stealth bomber, introduced in 1989, with a range of 11,000
km and a cruising speed around 900 km/h, virtually undetectable,
able to penetrate almost any antiaircraft defense and to deliver
GPS guided munitions or more than 10 MT of nuclear weapons) is
breathtaking.

We can easily compare the amount of firepower, speed and range
of maneuver, and countless other dimensions of the armed forces of
each period. It is commonly suggested, for instance, that the power
of artillery increased twentyfold between 1900 and 2000 and that of
antitank fire sixtyfold between 1918 and 2000; but putting a con-
crete score on the full range of changes across the twentieth century
is much more difficult.
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Table 5.1
War-making capacity since 4000 BCE (in social development points)
West East West East
4000 BCE 0 0 1 BCE/CE 0.12 0.08
3000 BCE 0.01 0 100 CE 0.12 0.08
2500 BCE 0.01 0 200 CE 0.11 0.07
2250 BCE 0.01 0 300 CE 0.10 0.07
2000 BCE 0.01 0 400 CE 0.09 0.07
1750 BCE 0.02 0 500 CE 0.07 0.08
1500 BCE 0.02 0.01 600 CE 0.04 0.09
1400 BCE 0.03 0.01 700 CE 0.04 0.11
1300 BCE 0.03 0.01 800 CE 0.04 0.07
1200 BCE 0.04 0.02 900 CE 0.05 0.07
1100 BCE 0.03 0.02 1000 CE 0.06 0.08
1000 BCE 0.03 0.03 1100 CE 0.07 0.09
900 BCE 0.04 0.03 1200 CE 0.08 0.09
800 BCE 0.05 0.02 1300 CE 0.09 0.11
700 BCE 0.07 0.02 1400 CE 0.11 0.12
600 BCE 0.07 0.03 1500 CE 0.13 0.10
500 BCE 0.08 0.04 1600 CE 0.18 0.12
400 BCE 0.09 0.05 1700 CE 0.35 0.15
300 BCE 0.09 0.06 1800 CE 0.50 0.12
200 BCE 0.10 0.07 1900 CE 5.00 1.00
100 BCE 0.11 0.08 2000 CE 250.00 12.50

I have opted for a 50:1 ratio between Western war-making capac-
ity in 2000 CE and what it had been in 1900. This produces a West-
ern war-making capacity in 1900 of just 5 points (as against 250 in
2000). This score is, obviously, no more than a guesstimate. A 100:1
ratio, producing a score for 1900 of 2.5 points, might be just as good
a guess, although a 25:1 ratio, producing a score for 1900 of 10
points, strikes me as unlikely.

This margin of error is much higher than what I suggest for the
social development index as a whole (chapter 7), but the enormous
gap between the Western war-making score for 2000 CE and the
scores for all earlier periods means that we can easily halve or double
all pre-2000 scores without making any discernable difference to the
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Figure 5.1. Eastern and Western war-making capacity, 3000 BCE-2000 CE, plotted on a
linear-linear scale.

index. Table 5.1, figure 5.1, and figure 5.2 show Eastern and Western
war-making scores since 4000 BCE using the numbers I have esti-
mated. Figures 5.3 and 5.4 also show the scores if we reduce all pre-
2000 CE estimates by 50 percent.

Using a logarithmic scale on the vertical axis makes the differ-
ences easier to see, and so figure 5.2 shows the scores I have calcu-
lated on log-linear axes and figure 5.4 represents the revised num-
bers (i.e., with reduced scores for all periods before 2000 CE) in the
same way. The revised figures of course make the boom in destruc-
tive power in the twentieth century twice as big as in my estimates,
but other than increasing the modern/premodern contrast, the main
consequence of halving the pre-2000 CE scores is to make the East-
West differences between 100 BCE and 200 CE too small to measure
(as opposed to my estimates, representing the Roman Empire as
having slightly greater war-making capacity than the Han Empire).
The conclusion must be that any reasonable estimate of the ratio of
war-making capacity in 2000 CE to that in 1900 CE —whether we
setitat 50:1, as I have done, at 100:1, or at just 25:1 —makes little dif-
ference to the larger social development index.
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Figure 5.2. Eastern and Western war-making capacity, 3000 BCE-2000 CE, plotted on a log-
linear scale.

300
— WeEST
east
250
w
]
£ 200
]
a
-
c
@
g-150
K]
]
>
@
o
®
2100
-]
w
50
0 T
w w w w w w
O o O o o o
& @ @ = S =)
o o o v} =1 S
S S S @ S S
S S S E <
2 5] E -

date

Figure 5.3. Eastern and Western war-making capacity, 3000 BCE-2000 CE, decreasing all
scores before 2000 CE by 50 percent.
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Figure 5.4. Eastern and Western war-making capacity, 3000 BCE-2000 CE, plotted on a log-
linear scale and decreasing all scores before 2000 CE by 50 percent.

TuaE EUROPEAN MILITARY REVOLUTION, 1500-1800 CE

The leap in Western war-making capacity between 1800 and 1900
CE was nowhere near as great as that between 1900 and 2000, but it
was nevertheless enormous. The ranges and accuracy of weapons,
their speed of firing, the force of projectiles (magnified by the inven-
tion of explosive shells), the size of armies, the speed of transport,
and the scale of logistics, often increased by an order of magnitude
across the nineteenth century.”” However, our assessments of pure
technical power must always be tempered by the ways people re-
sponded to such power. The military analyst Stephen Biddle calcu-
lates that if one Napoleonic infantry battalion of one thousand men
charged another around 1800, the defenders would be able to fire
roughly two shots per attacking soldier; but if the same battalions
repeated the exercise a century later, more than two hundred bullets
would be fired at each soldier. Surprisingly, though, the proportion
of armies killed in battles actually fell between 1815 and 1918, be-
cause tacticians adopted new fighting styles that minimized troops’
exposure to direct fire.?
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The French introduction of the levée en masse in the 1790s
pushed army sizes up toward 500,000 —about half the size of the
biggest armies in 1900 —but the principal weapon, the smooth bore
musket, was far less effective than the rifles of 1900. Even well-
trained Napoleonic infantry could get off only about four shots per
minute. Muskets could shoot up to 400 m, but at ranges more than
50-75 m they were so inaccurate that individual fire was virtually
useless; and even when fired at less than 75 m, only masses of volley-
ing men had much chance of hitting their target. In one eighteenth-
century exercise, fewer than half the musketeers firing at a target 30
m wide at a range of 60 m managed to hit it.?!

Smoothbore cannons, particularly twelve pounders that could
fire four to six rounds per minute and were effective at ranges up to
500 m, were starting to become the dominant arm on battlefields in
1800, but they remained far less effective than the rifled cannons of
1900; and flat-trajectory explosive shells did not become common
until the 1850s.

The best warships in 1800, like HMS Victory (launched in 1765),
could manage 8-9 knots (15-17 km/h) with a good wind, but were
much slower in bad weather. The Victory carried 104 cannons, total-
ing roughly 1 ton of solid shot, with a range of up to about 2 km.?
The disparity between this and pre-dreadnought battleships with
their steel armor, steam engines, explosive shells, and torpedoes is
again glaring.

Once again reducing the complexity of military systems to a sin-
gle score is a highly subjective exercise, but I suggest a ratio between
Western war-making capacity in 1900 and in 1800 of roughly 10:1,
producing a score for 1800 of 0.5 points. This guess could be just as
wide of the mark as my guess for 1900 (or as a Napoleonic musket
shot), and the true ratio could easily be 20:1. If T have overestimated
war-making capacity relative to 2000 CE for both 1800 and 1900,
instead of scores of 250 points for 2000, 5 points for 1900, and 0.5
points for 1800, we could conceivably get scores of 250 points for
2000, 2.5 points for 1900, and 0.13 points for 1800, producing the
results we see in figures 5.5 (linear-linear) and 5.6 (log-linear). But
even the now greatly reduced pre-1900 CE scores make only a mi-
nuscule difference to the social development index as a whole be-
cause the absolute numbers involved are so tiny.



300

— VST
east
250
w
2
£ 200
]
a
-
c
]
fE’-]SO
K]
]
>
m
°
®
5 100
]
w
50
0 s
w w w w w w
v o O 19 o o
o o o D o o
o o o ] S S
S S S =1 S S
S IS S 2 15
] 5 2 =

date

Figure 5.5. Eastern and Western war-making capacity, 3000 BCE-2000 CE, decreasing
scores before 1900 CE.
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Since the pioneering work of Michael Roberts and above all
Geoffrey Parker, the period 1500-1800 has come to be known as the
“European military revolution,” characterized by enormous in-
creases in the size, efficiency, firepower, and reach of armies and na-
vies.?* Compared to the changes between 1800 and 1900, those dur-
ing the military revolution were actually quite small, but they
nevertheless left the war-making capacity of medieval European so-
cieties far behind.

Improvements in firearms and organizational changes within so-
cieties to exploit these improvements account for much of the mili-
tary revolution. Gunpowder weapons reached Europe in the 1320s,
but a hundred years passed before they began to be important on
battlefields on land or sea.?s Even in 1500, musketeers’ rate of fire
was measured in minutes per round, not rounds per minute, and
their guns were effective at only very short ranges. Particularly in
England, some soldiers wondered whether longbows—which, in
trained hands, could discharge ten arrows per minute and were ac-
curate up to 200 m—might not still be superior weapons, and on the
steppes, where cavalry were much more important, bows did con-
tinue to dominate the battlefield well into the seventeenth century.

Even early matchlock muskets could throw projectiles (lead
musket balls) that were heavier than arrows, and therefore had
greater penetrating power, but their main advantage was that they
called for very little skill compared to what an archer needed to
learn. Massed musketeers could, under the right circumstances, de-
feat bows and pikes, as they showed in the Italian Wars at Ravenna
(1512), Marignano (1515), and Bicocca (1522). As early as 1490 Ven-
ice decided to replace its crossbows with guns, and by the 1560s the
English fondness for longbows was looking decidedly anachronis-
tic. By 1594 Dutch armies had introduced line tactics and volleys,
greatly increasing their effectiveness (albeit at the cost of requiring
much more training and supervision), and in the 1630s Gustavus
Adolphus showed just how powerful the new approach could be.

Flintlock firing mechanisms sharply increased the rate of fire
during the seventeenth century, and in the eighteenth century socket
bayonets allowed musketeers to double as pikemen. Artillery ad-
vanced even faster. Cannons had already made medieval stone forti-
fications obsolete by the time of Charles VIII’s invasion of Italy in
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1494, but by the mid-seventeenth century intricate earthworks had
restored the defensive advantage.

Organizational advances in the later eighteenth century —partic-
ularly the French invention of column attacks and divisional struc-
tures on land and British tactical innovations at sea—further im-
proved the performance of armed forces, but the biggest changes
were organizational. France, the strongest West European state,
could muster 40,000-50,000 troops for war in 1500; 80,000 in 1600;
400,000 in 1700; and 600,000 in Napoleon’s invasion of Russia in
1812. Fleets grew more slowly, with the British (the strongest),
Spanish, and Russian all roughly doubling their numbers of ships of
the line between 1700 and 1800, while the French fleet actually
shrank after Louis XIV’s plan to invade England collapsed in 1689.
At the beginning of this period, Ottoman Turkish armies and fleets
were the strongest in the West; by its end, the balance of military
power had shifted decisively toward Western Europe.

Converting this complicated mass of information into single
scores for Western war-making capacity once again involves very
subjective guesstimates, but despite their revolutionary nature, the
changes between 1500 and 1800 were clearly much smaller than
those between 1800 and 1900 (let alone those between 1900 and
2000). I suggest that Western war-making capacity increased roughly
50 percent during the sixteenth century, 100 percent during the sev-
enteenth, and another 50 percent in the eighteenth, for a total four-
fold increase during the whole period of the military revolution (as
opposed to my estimates of a tenfold increase during the nineteenth
century and a twentyfold increase during the twentieth). Working
backward from the figure of 0.5 points suggested for 1800, these es-
timates produce rough figures of 0.35 points for 1700, 0.18 points
for 1600, and 0.13 points for 1500 (figure 5.7).

From CAESAR TO SULEIMAN, 1-1500 CE

Most general military histories agree that Western war-making ca-
pacity generally declined in the first half of this long period and then
recovered in the second half.?¢ Consensus is not complete, and in a
series of studies, Bernard Bachrach has argued that post-Roman
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Figure 5.7. Eastern and Western war-making capacity, 1300-1900 CE.

Western European armies were larger, were more dominated by in-
fantry, were more able to wage long-distance campaigns, and were
used more for sieges than for battles than other historians assume.”
However, this is very much a minority view, and I follow the main-
stream opinion, that Western European military capacities began
declining after 200 CE, falling faster after 400, languishing between
600 and 800, and then recovering slowly, with the recovery acceler-
ating after 1300.% There is little sign of a post-Black Death military
slump in the fourteenth century to compare with those in energy
capture and city size.

Yet although there were important changes on the battlefield,
such as the rise of heavy cavalry as bigger horses and stirrups be-
came available and the increasing effectiveness of mounted bowmen
in Muslim armies, the tactical continuities between 500 CE and 1300
CE (and indeed across the whole two millennia since 700 BCE, by
which time iron weapons and cavalry were in general use) are even
more striking.?” The basics—iron weapons, metal armor, combined
infantry and cavalry tactics, archery, siege machinery, oar- and wind-
powered ships—changed rather little across this long period, and
the real changes were logistical and organizational.
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In the 30s BCE the Roman Republic had roughly 250,000 men
under arms, organized into devastatingly effective legions, sup-
ported by the most extraordinary logistical system in the premodern
world. They were led (much of the time) by outstandingly profes-
sional junior officers and NCOs, even if their senior officers—par-
ticularly under the Republic—sometimes left much to be desired.*°

After the crises of the third century CE the army expanded, prob-
ably reaching around 500,000 men in the middle of the fourth cen-
tury.?! There is much debate about the quality of the late Roman
army, with some historians suggesting that the real issue was that the
nature of the mission changed. There was a shift toward defense in
depth rather than frontier defense, and consequent changes in organi-
zation, with a growing distinction between garrison and field armies,
with the latter using smaller units and more cavalry than the early
imperial army, and with all forces relying more on immigrant troops.*?

Yet while some older claims about the ineffectiveness of the gar-
rison troops may have been overstated,”> Roman military capacity
probably did decline seriously (though not catastrophically) be-
tween the time of the Antonine Plague in the 160s CE and the battle
of Adrianople in 378.

Between Adrianople and Khusrau II of Persia’s invasion of the
Byzantine Empire in 609 CE, the size and fighting power of West-
ern armies fell much further, driven by a combination of declining
population and crumbling administrative structures. By the seventh
century armies had shrunk to a few tens of thousands of men, and
the rapid Arab conquest of the Persian Empire and much of the
Byzantine Empire owed more to the collapse of imperial structures
than to any great military strength on the caliphs’ side.**

Throughout the Western Middle Ages armed forces remained
tiny, disorganized, and poorly supplied,? rarely reaching one-tenth
the size of imperial Roman forces and never coming close to match-
ing Roman effectiveness. Medieval European armies have been inten-
sively studied,’ but the less thoroughly researched Byzantine and
particularly Muslim forces probably remained more powerful
through most of the period circa 630-1500, especially after armies of
Turkic mounted archers tens of thousands strong became common.?

Western European crusaders managed to take Jerusalem in 1099,
and Byzantine armies regained some lost territory, but on the whole
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the advantage lay with the Turks in the tenth through fifteenth cen-
turies. In 1527 the Turkish sultan Suleiman the Magnificent claimed
to be able to muster 75,000 cavalry (mostly archers) and 28,000 in-
fantry with guns, plus field artillery. Despite his failure to take Vi-
enna in 1529, Turkish armies remained the most powerful in the
West throughout the sixteenth century, and arguably some way into
the seventeenth. Similarly, despite its famous defeat at Lepanto in
1571, the Turkish fleet remained a serious rival for Christian forces
in the Mediterranean until well after 1600.

Reducing all this history to scores for war-making capacity again
involves abstracting from the specific missions each armed force
faced, but some basic conclusions seem reasonable. The biggest
Western armies in 1500 CE were still much smaller than those avail-
able in late Republican or early imperial Rome, and did not begin to
match the Romans’ technical sophistication; but the growing power
of firearms (especially against fortifications, and especially in combi-
nation with large field armies of light cavalry, such as those of Otto-
man Turkey) makes me suspect that the military power available to
Suleiman had finally regained the level of that available to Caesar.

If the war-making score for the West in 1500 was 0.13 points, a
score of 0.12 points seems reasonable to me for the year 1 CE. If the
consensus is correct that Roman military capacity remained high
until the fourth century then declined sharply, we might estimate
scores of 0.1 points in 300 CE, tumbling to just 0.04 in 600, on the
eve of the Arab conquests, reviving to 0.08 by 1200, and then climb-
ing more quickly to 0.13 in 1500 (figure 5.8). (Historians who feel
that the Roman score should be a little higher [say, 0.13 or 0.14
points] or a little lower [scores anywhere between 0.10 and 0.14
points seem perfectly plausible] should adjust the scores for 300
1200 CE accordingly.)

These numbers seem to me to be consistent with the qualitative
assessments in the historical literature. They also, however, involve
all kinds of abstractions and subjective judgments, which rival ob-
servers might choose not to accept. That said, figure 5.9 shows what
is perhaps the most important point: all premodern scores for war-
making capacity, including those for Caesar’s and Suleiman’s times,
are so tiny when seen from the perspective of 2000 CE that no con-
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ceivable adjustment would make much difference to the social de-
velopment index. And this is not just an artifact of the extraordinary
level of military power in our own times; figure 5.10 shows that even
judged from the standpoint of 1900 CE, the changes in Western mil-
itary power between the first and eighth centuries CE are still too
small to see. Only when we look back from the perspective of 1800
CE (figure 5.11) can we see serious differences in the earlier scores.
Even if we were to double the scores for 600-800 CE, or to decide
that Roman war-making capacity was surpassed only in 1600 rather
than 1500 CE, it would make little difference.

EAarRLY WARFARE, 3000-1 BCE

The last three millennia BCE, taking us from the age of Narmer, the
first Egyptian pharaoh, to that of Augustus, the first Roman em-
peror, saw a huge relative increase in war-making capacity.*” Among
the main battlefield advances in this long period we might list the
replacement of stone by bronze weapons across the third millen-
nium BCE, the rise of heavy infantry by 2500, the spread of horse-
drawn chariots around 1600, the replacement of simple (self) by
composite (reflex) bows probably around the same time, the re-
placement of bronze by iron weapons after 1100, the introduction
of cavalry after about 900, the spread of the trireme after 700, the
rise of phalanx tactics by 600 and their successive improvements, the
introduction of torsion catapults and bigger ships (quadriremes,
quinqueremes) after 400, the improvement of fortifications around
300, and the development of more flexible infantry tactics by 200.
We can compile a similar list of advances for organization. The
first evidence for proper battlefield formations appears around 2500
BCE, the first known standing army around 2350, the establishment
of professional charioteers around 1500, the rise of tax-based stand-
ing armies after 750 and of full-time fleets after 500, and Roman in-
novations in recruitment after 400 BCE. Force sizes show a similar
upward path, from the 5,400 men that Sargon of Akkad boasted
about circa 2350 BCE, through the roughly 30,000 infantry and
5,000 chariots that fought on each side at the battle of Kadesh in
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1274 and the 100,000 men who marched with Shalmaneser III of As-
syria in 845, to the hundreds of thousands (the precise numbers are
debated) raised by Persia to invade Greece in 480 and by Rome and
Carthage to man their fleets in the 260s to 240s BCE.

Figure 5.12 shows three ways of representing war-making capac-
ity in the period 3000-1 BCE numerically. By scoring pre-3000 BCE
war making at zero I am not signaling support for the once-
fashionable view that prestate societies were peaceful places; that
theory has been decisively refuted.® The zero score is a purely tech-
nical issue, reflecting the fact that too little destructive force was
available to communities making war to register on the social devel-
opment index.

We could certainly start from other assumptions, for instance,
setting scores at zero until the first standing army we hear of in
twenty-fourth-century BCE Mesopotamia. There is no obvious
reason to favor one of these assumptions over the others. I start with
0.01 points in 3000 BCE simply because it is a conveniently round
number, but no other plausible assumption would make any dis-
cernible difference to the social development index.
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The top line in figure 5.12 shows war-making capacity rising by
simple arithmetic increments from 3000 to 1 BCE, the middle line
shows war-making capacity rising by geometric steps (i.e., at a
steady rate of increase of 8.65 percent per century), and the bottom
line shows my estimates for the rate of change. (The arithmetic and
geometric curves do not rise smoothly from 0.01 points in 3000
BCE to the 0.12 points calculated for 1 BCE; because the numbers
involved are so tiny and the minimum step is 0.01 points, the lines
inevitably move up in jerks.)

Arithmetic growth clearly does not correspond to reality. It
would mean that by 2200 BCE the armies of Sharkalisharri of Akkad
and Pepy II of Egypt (which had mostly bronze weapons but still
included some stone-armed warriors, lacked armored infantry al-
most completely, fielded no chariots or cavalry, and had only very
rudimentary fortifications),* scoring 0.04 points, were already as
powerful as those of the Umayyad and Abbasid caliphates (which
had iron weapons, reflex bows, cavalry and camel corps, and sophis-
ticated qasrs).” It would also mean that by 1300 BCE the army of
Ramses II was as strong (0.08 points) as that of Justinian in the sixth
century CE. Neither of these conclusions is remotely plausible.

The geometric curve seems more believable, although it surely
oversimplifies reality by glossing over the collapse of 1200-1000
BCE. The collapse of 2200-2000 BCE also had a serious impact on
war-making capacity, but the scores are again so small in that period
(just 0.01 points) that the decline cannot be registered on the graph
unless we assume that in 2100 BCE Mesopotamian and Egyptian
war making had reverted to prestate, prebronze levels, which does
not seem likely.

My estimated growth rates diverge from the geometric simplifi-
cation in positing a slower takeoff in the third millennium BCE, a
decline (from 0.04 to 0.03 points) in the 1200-1000 BCE “dark age,”
followed by a faster increase in the early first millennium BCE. (The
scores for 400 and 300 BCE on both the geometric and estimated
curves are identical [at 0.07 points] not because there were no mili-
tary developments—this century took war making from the hop-
lites and triremes of the Peloponnesian War to the combined-arms
tactics and quinqueremes of Alexander and Carthage—but because
of the rounding of very small numbers; the scores in 400 BCE are
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just big enough to round up to 0.07, while those in 300 BCE are not
quite big enough to round up to 0.08.)

The geometric and estimated curves both imply that war-making
capacity in the thirteenth century BCE, when the kings of the Inter-
national Age seemed well on the way to turning the east Mediterra-
nean into a single large empire, was at roughly the same level (0.04
points) that it would fall back to in the seventh century CE, when
the Byzantine and Sassanian Persian Empires disintegrated and the
Arab conquerors took over their former territories. The estimated
curve also implies that ancient war making regained the thirteenth-
century BCE level around 900 BCE, when Assyrian kings such as
Adad-Nirari IT were also building up large empires. In Why the West
Rules— For Now, 1 argue that these are all plausible conclusions.®
Finally, my estimates also suggest that Roman war-making capacity
between 200 BCE and 200 CE compared closely with that in the
West between 1300 and 1500 CE—a suggestion that late medieval
Europeans probably would have found believable.

Figure 5.13 shows my estimates for war-making capacity in the
past three millennia BCE.
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EASTERN WAR-MAKING CAPACITY

THE EasT-WesT MiLITARY BALANCE IN 2000 CE

The greatest military power in the East in 2000 CE was the People’s
Republic of China, but while it is easy enough to obtain approxi-
mate figures for its military strength,* it is much more difficult to
decide how many social development points to award Eastern war-
making capacity in 2000 CE relative to the West’s 250 points.

In 2000 the United States outspent China more than 20:1 at mar-
ket exchange rates and more than 9:1 at purchasing power parity
rates, and outnumbered it more than 25:1 in nuclear warheads, more
than 10:1 in intercontinental ballistic missiles, 14:1 in nuclear-armed
submarines, and 11:0 in aircraft carrier battle groups. In numbers of
main battle tanks the two armies were roughly equal, but the quality
of America’s tanks was far higher than that of China’s, and in every
other arm—from trucks to helicopters—the United States had over-
whelming superiority. In general technological capacity, the U.S.
lead was even greater. Western military dominance was certainly not
total, and analysts regularly expressed doubts as to whether Ameri-
can naval forces would dare to confront directly the masses of Chi-
nese submarines and antiship missiles based in the Taiwan Strait; but
China had little ability to project military power beyond its imme-
diate surroundings, while the United States bestrode the rest of the
world like a colossus.

In 2000 CE Western war-making capacity was clearly very much
higher than the East’s,* but just how much higher? I know of very
few attempts to boil it down to a single score. The best-known nu-
merical comparison is probably the Composite Index of National
Capability (CINC), a scoring system widely used in international
relations, which aims to describe what percentage of the world’s
hard power belongs to each nation.* Its scores go back to 1816, but
can be used only to make synchronic comparisons between nations
rather than to measure diachronic change in capacity.

The national capability that the CINC measures, however, is
much broader than the war-making capacity I am examining here.
The index gives each country a score based on its population size,



198 x CHAPTER 5

urbanization, iron and steel production, energy consumption, mili-
tary expenditure, and total military personnel. By 2000, according
to the CINC, China (16 percent) had already overtaken the United
States (14 percent), despite the massive military imbalance between
the two powers.*

The war game designer James Dunnigan took a very different ap-
proach in his book How to Make War, assigning “combat power”
scores to different nations. He gave separate scores for land and sea
power, ranking the United States first in both categories. On land
the United States scored 2,488 points, and China, which placed sec-
ond, scored 827 points. On sea the United States scored 302 points,
and China, which ranked fifth, scored 16 points (Britain ranked sec-
ond, with 46 points; Russia third, with 45 points; and Japan fourth,
with 26 points).*

If we follow the technique I use in the social development index
of focusing only on the most developed region in East and West,
Dunnigan’s figures would give a West:East ratio for war-making ca-
pacity in 2000 CE of roughly 3:1 on land and 19:1 at sea. If we add
together the land and sea scores we get 2,790 points for the United
States and 843 points for China (a ratio of 3.3:1). If instead we weight
land and sea power equally, converting the U.S. score in each cate-
gory to 125 points to add up to the same 250-point system that I use
here, China scores 48.17 points (41.55 on land, 6.62 at sea), produc-
ing a West:East ratio of a little over 5:1.

Dunnigan does not explain how he arrived at his scores, but a
West:East war-making capacity ratio in the 3:1 to 5:1 range involves
assuming diminishing returns to investment, given that the United
States outspent China by somewhere between 9:1 and 21:1 in 2000
CE. It also weights mass over sophistication, given that U.S. domi-
nance is much greater in complex, technology-intensive weapons
such as ICBMs, antimissile systems, stealth bombers, precision-
guided munitions, and aircraft carriers than in simple weapons such
as assault rifles and grenades. How much of a lead the United States
retains in electronic warfare remains to be seen, although the success
of the Stuxnet and Flame cyberattacks in 2010 and 2012, respec-
tively, suggests that America’s advantage may be considerable.*

The difficulties the United States and its allies have had in defeat-
ing low-tech enemies in Iraq and Afghanistan suggest that Dunni-
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gan’s assumptions have merits, but there is also some evidence that
these difficulties owe at least as much to strategic and doctrinal mis-
steps as to inherent limitations on Western war-making capacity.®°
Other military analysts suggest that there are in fact increasing re-
turns to investment,’' and that the Revolution in Military Affairs,
driven by improved information processing and accuracy of deliv-
ery systems, has already transformed war making as dramatically as
(and much faster than) the early-modern European “military revo-
lution.” The extraordinary one-sidedness of the battles against Iraqi
conventional forces in 1991 and 2003 suggests that this perspective
also has merits.”> The Revolution in Military Affairs seems to have
transformed the ways conventional interstate wars are fought, dra-
matically increasing the West’s lead in war-making capacity over the
rest of the world, but it has had much less impact on occupying and
pacifying defeated